Final Draft
of the original manuscript:

Heifetz, E.; Guha, A.; Carpenter, J.:
Wave interactions in neutrally stable shear layers: Regular and singular modes, and non-modal growth.
First published online by AIP: 09.07.2020

DOI: 10.1063/5.0011351
https://dx.doi.org/10.1063/5.0011351
Wave interaction approach to regular and singular modes in neutrally stable shear layers

E. Heifetz,1 A. Guha,2 and J.R. Carpenter3

1) The Porter School of Environmental and Earth Sciences, Tel-Aviv University, Israel.
2) School of Science and Engineering, University of Dundee, U.K.
3) Institute of Coastal Research, Helmholtz-Zentrum Geesthacht, Germany.

(Dated: 10 June 2020)

A recent letter [J. R. Carpenter and A. Guha, “Instability of a smooth shear layer through wave interactions”, Phys. Fluids, 31, 081701 (2019)] compared the neutral modes of a smooth two dimensional shear profile without an inflection point to the modes of its corresponding piecewise-linear profile. The regular mode in the smooth profile was identified as the one least sensitive to the numerical resolution, while the singular modes displayed high sensitivity. Here we provide a physical interpretation using a wave interaction approach for understanding the structure and behavior of both the regular and singular modes. The regular modes are the interfacial Rossby waves located at the concentrated mean vorticity gradient of the shear profile. In contrast, the singular modes result from a one way phase-locking interaction between singular vorticity disturbances, passively advected by the mean flow at different levels of the profile, and the interfacial Rossby waves. We show that this one way interaction can also lead to a sustained non-modal growth of the interfacial Rossby waves that cannot be captured by standard eigenvalue analysis.
I. INTRODUCTION

The study of the stability of shear flows, pioneered by Helmholtz\(^1\), Kelvin\(^2\), Rayleigh\(^3\), Orr\(^4\), Sommerfeld\(^5\), Fjørtoft\(^6\) and others, has a rich history of a hundred and fifty years. Rayleigh formulated the eigen-problem for determining the linear stability of two-dimensional \((x-z)\) inviscid shear flows to normal-mode perturbations\(^7,8\) of the form \(w(x, z, t) = \text{Re}\{\hat{w}(z) e^{ik(x-ct)}\}\), where \(x\) and \(z\) respectively denote the distance in the direction of the basic flow and the cross-stream direction, and \(t\) represents time. It is given by the celebrated Rayleigh equation

\[
\hat{w}_{zz} - k^2 \hat{w} - \frac{\overline{u}_{zz}}{\overline{u} - c} \hat{w} = 0; \quad z \in [-b, b],
\]

where the comma subscript denotes derivative, \(\overline{u}(z)\) is the basic flow profile in the \(x\) (streamwise) direction, and \(\hat{w}(z) \in \mathbb{C}, c \in \mathbb{C}\) and \(k \in \mathbb{R}^+\) respectively denote the vertical (cross-stream) perturbation velocity eigenfunction, the corresponding streamwise phase speed and wavenumber. A normal mode implies a vertical structure that grows/decays but does not deform, and travels with a constant speed. When \(\text{Im}(c) \neq 0\), the mode grows exponentially, otherwise it is neutrally stable.

Rayleigh’s equation (1) is not a regular Sturm-Liouville eigenvalue problem\(^9\). One important consequence of this is that regular normal modes, i.e., those that are free of singularities (hereafter called regular modes), corresponding to the ‘discrete part’ of the eigenspectrum, do not form a complete basis. Hence, when considering the initial value problem from which Eq. (1) is derived (i.e. Eq. (2)), an arbitrary initial disturbance cannot be represented by the superposition of discrete modes; it is necessary to include the ‘continuous spectrum’ of singular normal modes (hereafter, singular modes). These singular modes arise from the singularity at the critical height, \(z_s\), where the basic flow speed matches the modal phase speed: \(\overline{u}(z_s) = c\), when the basic flow is stable and \(c\) is real. Simple inspection of Eq. (1) shows that \(\hat{w}_{zz}\) can be infinite at this location, implying a jump in the slope of the eigenfunction \(\hat{w}(z)\). Aside from utilising a numerical solution, obtaining the singular mode eigenfunctions can be more involved than that of a discrete mode, and requires singular integral theory\(^10\).

Considerably less attention has been given to the stable regular modes of Rayleigh’s equation. In fact, it has sometimes been stated that for stable normal modes the regular discrete spectrum is empty [see Drazin\(^11\), p. 148]. However, Carpenter and Guha\(^12\) (hereafter, CG19) have demonstrated that there can be a regular mode that is embedded
in the singular continuous spectrum in such flows. This contradiction with Drazin\textsuperscript{11} seems to have resulted from the fact that CG19 have finite regions where the background profile has $\overline{u}_{zz} = 0$, that was likely not considered by Drazin\textsuperscript{11}. Note though, that even with a background profile where $\overline{u}_{zz} \neq 0$, Iga\textsuperscript{13} has suggested a method of recovering a regular discrete spectrum. A primary goal of the present paper is to show that the identification of this regular mode allows for a physical interpretation of the singular continuous modes, revealing their structure, as well as properties of the spectra of stable flow profiles. This is done by using a physical interpretation of the mechanisms of shear instability that has been referred to as wave interaction theory (WIT)\textsuperscript{14–17}.

WIT arose because while normal mode solutions to the eigen-problem (1) are extremely useful in determining the stability of a given $\overline{u}(z)$ profile, it provides little insight into the physical mechanism(s) responsible for shear instabilities. WIT is one tool that has been developed to address this lack of physical insight that often accompanies the mathematical solution of a normal mode analysis. It began with a heuristic minimal model for shear instability based on the interaction at a distance between two counter-propagating Rossby waves (also referred to as vorticity waves) that occurs in shear layer profiles\textsuperscript{15–21}. This understanding of WIT has been formalized and extended over the last decades in various ways\textsuperscript{22}, but continues to form the basis of WIT. While WIT has been successful in physically describing modal and non-modal instabilities in terms of a phase-locked resonance of interfacial waves (Rossby, or otherwise), its application has been mainly limited to regular modes in piecewise-linear velocity profiles. In this paper we shall interpret the structure of singular continuous modes in smooth profiles. Our analysis also serves as an extension of WIT to include singular neutral modes, and the utility of this extension is demonstrated by providing a physical interpretation of algebraic growth in shear flows. We begin with a background into WIT in Sec. II, then describe a WIT-view of the regular and singular modes of a smooth, stable, shear flow that supports such wave motions. In Sec. IV we apply the knowledge gained in the previous section to form a WIT description of a non-modal instability arising from the interaction of modes of the singular continuous spectrum and the regular discrete mode. The final section of the paper discusses and summarises the main results.
Our starting point is the two-dimensional \((x-z)\) inviscid, linearized vorticity equation around a general mean state defined by the background profile \(\bar{u}(z)\), and \(\bar{q}_{,z} = -\bar{u}_{,zz}\), i.e.,

\[
q'_{,t} + \bar{u}q'_{,x} = -w'\bar{q}_{,z},
\]

and quantities with primes denote perturbation quantities. The perturbation velocity field is \(u' = (u', w')\) and \(q' = w'_{,x} - u'_{,z}\) is the vorticity perturbation. The flow is taken to be bounded in the vertical direction by impenetrable boundaries at \(z = \pm b\). We look for wavelike solutions of the form

\[
q'_{k} = \text{Re}\{\hat{q}(z, t; k)e^{ikx}\} = \text{Re}\{Q(z, t; k)e^{i[kx + \epsilon(z, t; k)]}\},
\]

where we have explicitly split the complex vorticity perturbation, \(\hat{q}\), into amplitude, \(Q(z, t; k)\), and phase, \(\epsilon(z, t; k)\), components, which are both real. Hereafter we treat each Fourier component with wavenumber \(k\) separately and for convenience drop both the \(k\) subscript and the prime superscript.

Since the flow is incompressible we may define all variables in terms of the streamfunction \(\psi = \text{Re}\{\hat{\psi}(z, t, k)e^{ikx}\}\) as follows: \(u = -\psi_{,z}; w = \psi_{,x} = ik\psi; q = \nabla^2\psi = -k^2\psi + \psi_{,zz}\). Given these definitions it is possible to write the cross-stream velocity in terms of the vorticity so that

\[
\hat{w} = -ik\int^{b}_{-b} \hat{q}(\tilde{z}, t, k)G(z, \tilde{z})d\tilde{z},
\]

with the (positive definite) Green’s function \(^{20}\)

\[
G(z, \tilde{z}) = \frac{1}{k \sinh (2kb)} \begin{cases} 
\sinh [k(b + \tilde{z})] \sinh [k(b - z)], & \tilde{z} \leq z \leq b \\
\sinh [k(b - \tilde{z})] \sinh [k(b + z)], & -b \leq z \leq \tilde{z},
\end{cases}
\]

satisfying \(G_{,zz} - k^2G = -\delta(z - \tilde{z})\) and the boundary conditions \(G(z = \pm b, \tilde{z}) = 0\) for zero normal velocity at the solid boundaries \(z = \pm b\). Equation (4) shows that the vertical velocity (as well as the streamfunction since they are related via \(\hat{w} = ik\hat{\psi}\)) at any location \(z\) can be expressed in terms of the influence of vorticity perturbations throughout the domain. After using Eq. (3) and Eq. (4) in Eq. (2), and performing some algebra, we obtain

\[
\frac{Q_{,t}(z, t)}{Q(z, t)} + i\epsilon_{,t}(z, t) = ik \left[ -\bar{u}(z) + \bar{q}_{,z}(z) \int^{b}_{-b} \frac{Q(\tilde{z}, t)}{Q(z, t)} e^{-i\epsilon(\tilde{z}, t)G(z, \tilde{z})}d\tilde{z} \right],
\]
where we define the phase difference $\Delta \epsilon(z, \tilde{z}, t) \equiv \epsilon(z, t) - \epsilon(\tilde{z}, t)$. Taking the real and imaginary parts of Eq. (6) leads to

\[
\text{growth rate} = \frac{Q_z(z, t)}{Q(z, t)} = k \left[ \bar{q}_z(z) \int_{-b}^{b} \frac{Q(\tilde{z}, t)}{Q(z, t)} \sin (\Delta \epsilon(z, \tilde{z}, t)) G(z, \tilde{z}) d\tilde{z} \right],
\]

(7a)

\[
\text{phase speed} = -\frac{\epsilon_z(z, t)}{k} = \bar{u}(z) - \bar{q}_z(z) \int_{-b}^{b} \frac{Q(\tilde{z}, t)}{Q(z, t)} \cos (\Delta \epsilon(z, \tilde{z}, t)) G(z, \tilde{z}) d\tilde{z}.
\]

(7b)

Equations (7a)–(7b) describes the local instantaneous growth rate and phase speed of a vorticity perturbation at level $z$ arising from the net action of $w$ velocities over the entire domain. For the case of normal mode solutions, where $q(x, z, t) = \text{Re}\{\hat{q}(z)e^{ik(x-ct)}\}$ with $c$ constant, the term inside the square brackets on the RHS of Eq. (7a) is the imaginary part of the phase speed, $c_i$, and the entire RHS of Eq. (7b) is the real part of the phase speed, $c_r$. Hence, for normal modes, both of the RHSs are constants independent of $(z, t)$. Furthermore, for neutral modes, the RHS of Eq. (7a) is zero since $c_i = 0$.

The action-at-a-distance mechanistic interpretation of WIT, expressed in Eqs. (7a)–(7b) is demonstrated schematically in Fig. 1 (for details see Heifetz and Guha\textsuperscript{22}). The vorticity at each level changes its amplitude and phase due to the vertical advection of the mean vorticity gradient, $\bar{q}_z$, by the cross-stream velocity $w$. The latter is attributable to the vorticity perturbation field throughout the whole domain, and attenuated according to the Green function $G(z, \tilde{z})$. When two remote vorticity perturbations are in perfect quadrature, i.e. $\sin (\Delta \epsilon(z, \tilde{z}, t)) = \pm 1$, the interaction affects only the amplitude, but when those waves are perfectly in phase or anti-phase, i.e. $\cos (\Delta \epsilon(z, \tilde{z}, t)) = \pm 1$, they affect each other’s propagation rate in the streamwise direction with no change in the amplitude.

III. UNDERSTANDING REGULAR AND SINGULAR MODES FROM A WIT PERSPECTIVE

A. Basic flow

We now wish to provide a mechanistic interpretation using WIT of both regular and singular modes occurring in smooth and piecewise-linear profiles. To fix ideas, we consider
FIG. 1: (Color online) Schematic of a general shear layer instability, which can be understood in terms of the action-at-a-distance interaction between Rossby/vorticity waves (here illustrated by 4-wave interaction). The cross-stream velocity at each layer is attributable to the vorticity field throughout the whole shear layer, induced by all waves, and attenuated according to the Green function $G(z, \tilde{z})$ (indicated by the attenuated vertical arrows of the same color). According to the phase difference between the waves, and the sign of $q_{z}$, the waves affect each other’s propagation speed and amplitude growth.

The waves are drawn centred on regions of local extrema of $q_{z}$.

The smooth shear profile shown in Fig. 2, previously suggested by Baines et al.\textsuperscript{23}, defined by

$$
\overline{u}(z) = \overline{u}_0 \begin{cases}
1, & b \geq z \geq h + d \\
1 - (h + d - z)^2/(4hd), & |z - h| \leq d \\
z/h, & -b \leq z \leq h - d.
\end{cases}
$$

This flow profile consists of a finite region of non-zero, but constant, background vorticity gradient, $\overline{q}_z = \overline{u}_0/2hd$, in the region $|z - h| < d$, surrounded by constant sheared regions where $\overline{q}_z = 0$. Since this basic flow profile lacks an inflection point, it is stable to normal mode perturbations, and would not be expected to yield any regular modes (e.g., Drazin\textsuperscript{11}, p. 148). However, its limiting case when $d/h \to 0$ is the piecewise-linear profile

$$
\overline{u}(z) = \overline{u}_0 \begin{cases}
1, & b \geq z \geq h \\
z/h, & -b \leq z \leq h.
\end{cases}
$$
FIG. 2: Profiles of a smooth vorticity interface exhibiting stable vorticity waves. Region in which $\eta_z \neq 0$ is highlighted in grey, and has a thickness of $d = 0.2h$, with vertical boundaries located at $z = \pm b = \pm 3h$. Piecewise-linear profile differs from the smooth profile only in the grey region, and is shown as an inset. The right hand side shows an interfacial Rossby wave that would exist in the piecewise-linear profile. The variables $q^+$ and $q^-$ respectively denote the counterclockwise and clockwise vorticity wave anomalies.

The vertical arrows represent $w$ velocity, bold curve represents current position, while dashed one represents the position after a short time interval.

which has a regular discrete mode with a phase speed given by

$$c_{\text{regular}} = \overline{u}_0 \left\{ 1 - \frac{\sinh[k(b + h)] \sinh[k(b - h)]}{kh \sinh(2kb)} \right\} = \overline{u}(h) - c_{\text{Rossby}}. \tag{10}$$

Here $c_{\text{Rossby}}$ is the intrinsic interfacial Rossby wave phase speed (defined positive here) in a bounded domain.

If the kink in $\overline{u}(z)$ at $z = h$ is smoothed by using the profile in Eq. (8), CG19 showed numerically that a corresponding regular mode does exist. It is embedded within the singular continuous spectrum, and is not immediately recognisable as a regular mode. This mode is indeed regular because unlike singular modes, $\hat{w}$ is differentiable at the critical height. Furthermore, when $d/h \to 0$, the phase speed of this mode converges to Eq. (10). It can be concluded that this regular mode is the smooth analogue of the interfacial Rossby wave from the piecewise-linear profile.
B. Regular mode

This stable regular mode that is present in the piecewise and smooth profiles is associated with an interfacial Rossby wave (also called a vorticity wave). It propagates on changes in the background vorticity \( \overline{q}_z \), much like classical Rossby waves propagating on changes in the planetary vorticity. It therefore results solely from the vorticity dynamics in the grey area of Fig. 2. The propagation of the wave occurs through the vertical displacement of the vorticity gradient inducing a vertical velocity that is \( \pi/2 \) radians out of phase with the displacement field, shown in Fig. 2.

The regular mode for the piecewise-linear profile given by Eq. (9) has an infinite vorticity perturbation at the level of the kink, due to the vertical displacement of an infinite gradient, i.e., \( q = -q_z \zeta \), with \( \zeta = w/[ih(\overline{w} - c)] \) the vertical displacement. It can be expressed as

\[
q_{\text{regular}} = \text{Re}\{\hat{Q}(\zeta) e^{ikx}\} = \text{Re}\{\hat{Q}(h, t) \delta(z - h) e^{ikx + \epsilon(h, t)}\}.
\]

The Eqs. (7a)–(7b) are also applicable for a single \( \delta \)-function vorticity wave, implying \( \Delta \epsilon(z, \tilde{z}) = \Delta \epsilon(h, h) = 0 \), so that the RHS of Eq. (7a) vanishes. This also implies that \( Q \) is independent of \( t \). Substituting Eq. (9) and Eq. (11) in Eq. (7b) for \( z = h \), and recalling that \( \overline{q}_z = (\overline{w}_0/h)\delta(z - h) \), we obtain

\[
c_{\text{regular}} = \overline{u}_0 \left[ 1 - \frac{\delta(z - h)}{h} \int_{-b}^b \frac{\hat{Q}(\tilde{z}) \delta(\tilde{z} - h)}{\hat{Q}(h)} \delta(z - h) G(h, \tilde{z}) d\tilde{z} \right]
\]

\[
= \overline{u}_0 \left[ 1 - \frac{1}{h\hat{Q}(h)} \int_{-b}^b \hat{Q}(\tilde{z}) \delta(\tilde{z} - h) G(h, \tilde{z}) d\tilde{z} \right] = \overline{u}_0 \left[ 1 - \frac{G(h, h)}{h} \right],
\]

which is identical to Eq. (10) when \( G(h, h) \) is substituted into Eq. (5), and

\[
c_{\text{Rossby}} = \overline{u}_0 G(h, h)/h.
\]

We note here that while the wave’s vorticity field is concentrated at \( z = h \), its induced streamfunction, and hence its induced velocity field, fill the entire domain. This can be readily verified by substituting Eq. (5) and Eq. (11) in Eq. (4):

\[
\psi_{\text{regular}}(x, z, t) = \text{Re}\{-\hat{Q}(h, t) G(z, h) e^{ikx + \epsilon(h, t)}\}.
\]

Due to the structure of the Green’s function, \( w = \psi_{\text{,z}} \) is continuous everywhere but \( u = -\psi_{\text{,z}} \) is discontinuous at \( z = h \). The latter yields an infinite shear perturbation \(-u_{\text{,z}} \) at \( z = h \), which accounts for the \( \delta \)-function structure of the vorticity perturbation there.
FIG. 3: Vorticity perturbation eigenfunction of the regular mode of the smooth profile in Eq. (8). This profile has non-zero vorticity gradient ($\overline{\eta}_z \neq 0$) in the grey band centred on $z/h = 1$. (a) Amplitude $Q(z)$ and (b) phase $\epsilon(z)/\pi$.

For smooth profiles, that we represent with Eq. (8), the regular mode structure (amplitude and phase) has been obtained numerically following CG19, and is plotted in Fig. 3. The vorticity perturbation is non-zero only in the region $|z - h| < d$ where $\overline{\eta}_z \neq 0$ (grey region of Fig. 2,3), and has constant phase with an amplitude $Q$ that decays monotonically with $z$ inside the grey region. The neutrality of the mode in Eq. (7a) is assured since the vorticity perturbations at every $z$ level are in phase with $\Delta \epsilon(z, \tilde{z}, t) = 0$ for every pair of $(z, \tilde{z})$ in the grey region $|z - h| < d$. Consequently, the vertical (cross-stream) velocity field that each level of the vorticity perturbation induces on each other are in phase. This causes the entire perturbation to propagate counter to the mean flow as a vorticity/Rossby wave. Since all the perturbations within the grey zone propagate in concert, with the same normal mode phase speed $c_{\text{regular}}$, and since the mean flow $\overline{u}(z)$ increases with height, the perturbations at the upper levels of the grey zone require more help to counter-propagate against the mean flow than the waves in the lower levels. This is achieved by the monotonic decrease of $Q$ with
height, as seen in Fig. 3(a). Since the far-field velocity induced by each wave is proportional to the magnitude of its vorticity, the lower perturbations help the upper perturbations (in the grey zone) to counter-propagate more effectively than vice versa.

This argument can be stated mathematically by substituting Eq. (8) and \( \Delta \epsilon(z, \tilde{z}, t) = 0 \) in Eq. (7b) for \(|z - h| < d\), to obtain the following transcendental equation for \( Q(z) \):

\[
c_{\text{regular}} = \bar{u}_0 \left[ 1 - \frac{(h + d - z)^2}{4hd} - \frac{1}{2hd} \int_{h-d}^{h+d} \frac{Q(\tilde{z})}{Q(z)} G(z, \tilde{z}) d\tilde{z} \right]. \quad (15)
\]

whose solution agrees with that obtained by CG19 by a different method. As \( d/h \to 0 \), \( c_{\text{regular}} \) converges to the solution of Eq. (12), however, even for \( d/h = 0.2 \) the agreement is excellent (as shown by CG19 in their Fig. 2e).

C. Singular modes

Regular modes are on the same isovortical manifold of the basic state, meaning that they are obtained from (sinusoidal) deformations of the horizontal vorticity material lines of the basic state. Since \( w = D\zeta/Dt \), under linearization it yields \( w = \zeta_{,t} + \bar{\pi}\zeta_{,x} \). Substituting back into Eq. (2) we obtain that isovortical perturbations satisfy

\[
q^{(IS)} = -\bar{q}_{,z}\zeta_{,z},
\]

i.e., isovortical vorticity perturbations are given through a simple vertical displacement of the background vorticity gradient.

In regions where \( \bar{q}_{,z} = 0 \), any non-zero vorticity perturbation must be non-isovortical, \( q^{(NI)} \), that was seeded as an initial condition. These non-isovortical vorticity perturbations are passively advected by the mean flow at that location,

\[
q_{,t}^{(NI)} + \bar{u}q_{,x}^{(NI)} = 0. \quad (17)
\]

If at \( z = z_s \) we have \( \bar{q}_{,z} = 0 \), then a solution for Eq. (17) can have the form of

\[
q^{(NI)} = \text{Re}\{\hat{q}\delta(z - z_s)e^{ikx}\} = \text{Re}\{\hat{Q}_s\delta(z - z_s)e^{i(kx + \epsilon(z_s,t))}\}, \quad (18)
\]

where \( \hat{Q}_s \equiv \hat{Q}(z_s) = \text{constant} \), the phase \( \epsilon(z_s, t) = \epsilon_0(z_s) - k\bar{u}(z_s)t \), and \( \epsilon_0 \) is the phase at \( t = 0 \).
Here we show that the singular modes, observed by CG19, are obtained by the interaction between vorticity pairs in the form of Eqs. (16) and (18). Since the far-field velocity induced by the regular modes of the smooth and the piecewise-linear profiles are almost identical (provided that $d/h$ is small enough), we will hereafter consider the piecewise-linear profile to investigate the singular modes, almost without any loss of accuracy. Therefore, the singular modes can be written as

$$q_{\text{singular}} = \hat{q}(h)\delta(z - h) + \hat{q}(z_s)\delta(z - z_s),$$

(19)

for any level of $z_s$ in the domain that differs from $z = h$, i.e., satisfying $z_s \in (-b, b)\backslash\{h\}$. We denote $\hat{q}(z_s)$ as a “passive” vorticity wave as it is simply advected by its local mean flow, and undergoes no change in amplitude. In contrast, we denote $\hat{q}(h)$ as an “active” vorticity (Rossby) wave as it acts to propagate counter to its local mean flow. It may change its amplitude through changes in vertical displacement [i.e., Eq. (16)] caused by interaction at a distance with the passive vorticity wave. Since $\hat{q}(z_s)$ must be advected by the local mean flow at $z = z_s$, the phase speed of the singular mode must be $c_{\text{singular}}(z_s) = \overline{u}(z_s)$, as all properties of the modal solutions are moving in concert. Furthermore, since the singular modes are neutral, the two vorticity perturbations must be either in phase or anti-phased, i.e., $\Delta\epsilon(h, z_s) = 0$ or $\pi$. The “active” vorticity (Rossby) wave at $z = h$ cannot affect the phase speed of the “passive” wave at $z = z_s$, but the passive wave affects the propagation of the active one by inducing the cross-stream velocity far field at $z = h$. When the waves are in phase, the passive helps the active to advect the mean vorticity in the cross-stream direction, and thus makes the active wave propagate faster against the local mean flow. Conversely, when they are anti-phased, the passive wave hinders the counter-propagation rate of the active one. Therefore, singular modes are the consequence of a phase locking that tunes the active wave to propagate with the phase speed of $\overline{u}(z_s)$. Hence, if $c_{\text{regular}} > \overline{u}(z_s)$, the waves are in phase, whereas if $c_{\text{regular}} < \overline{u}(z_s)$, they are in anti-phase.

This can be shown mathematically when we substitute the singular mode solutions at $z = h$ in Eq. (7b) and use Eq. (10) and Eq. (13) to obtain

$$c_{\text{singular}} = \overline{u}(z_s) = \overline{u}_0 - \left[c_{\text{Rossby}} \pm \frac{\overline{u}_0}{h} \frac{\hat{Q}(z_s)}{\hat{Q}(h)} G(h, z_s)\right] = c_{\text{regular}} \mp \frac{\overline{u}_0}{h} \frac{\hat{Q}(z_s)}{\hat{Q}(h)} G(h, z_s),$$

(20)

where the upper sign in the $(\pm, \mp)$ accounts for the in-phase solution and the lower to the anti-phased one. The singular mode phase speed is therefore the result of alterations to the
regular mode (first term) caused by the interaction with the singular passive wave (second term).

It will be as well helpful to define the steering level of the regular mode, $z_{sl}$, as the level in which $\bar{u}(z_{sl}) = c_{\text{regular}}$. Here we emphasize the difference between the better known critical level with the steering level; while the former is defined as the location $z = z_c$ where $\bar{u}(z_c) = c$ and may have $\bar{q}_z(z_c) \neq 0$, the latter is the location $z = z_{sl}$ where $\bar{u}(z_{sl}) = c_{\text{regular}}$ with $\bar{q}_z(z_{sl}) = 0$. Note that only vanishing background vorticity gradients at the critical and steering levels are considered in our present set-up. From Eqs. (9) and (12) we obtain that $z_{sl} = h - G(h, h)$.

We can now identify three cases that set the general structure of the singular modes:

1. **Passive wave located above the active wave** [$b > z_s > h \iff c_{\text{singular}} = \bar{u}(z_s) = \bar{u}_0$]: In this case the waves are anti-phased with the amplitude ratio $\hat{Q}(z_s)/\hat{Q}(h) = G(h, h)/G(h, z_s) > 1$, so that the passive wave has a greater amplitude of vorticity perturbation than the active wave. The cross-stream velocity field induced by $\hat{Q}(z_s)$ at $z = h$ via Eq. (4) is strong enough to completely nullify the intrinsic propagation speed, $c_{\text{Rossby}}$, caused by the self-induced cross-stream velocity due to $\hat{Q}(h)$ at $z = h$. Hence although $\bar{q}_z$ is non zero at $z = h$, the cross-stream velocity vanishes there and consequently the vorticity perturbation is simply advected by the mean flow. This set-up is shown in Fig. 4(a).

2. **Passive wave is located below the active, but above the regular mode steering level $z_{sl}$** [$z_{sl} = h - G(h, h) < z_s < h \iff c_{\text{regular}} < c_{\text{singular}} = \bar{u}(z_s) < \bar{u}_0$]: When the phase speed of the singular mode (i.e., the advective speed of the passive wave) is between $\bar{u}_0$ and the regular mode steering level, the passive wave must hinder the counter propagation rate of the regular mode at $z = h$, but not terminate it. Consequently the waves are anti-phased but $\hat{Q}(z_s)/\hat{Q}(h) = [G(h, h) - (h - z_s)]/G(h, z_s) < 1$, so that the active wave has a greater amplitude of vorticity perturbation than the passive. This configuration is illustrated in Fig. 4(b).

3. **Passive wave is located below the regular mode steering level** [$-b < z_s < z_{sl} = h - G(h, h) \iff c_{\text{singular}} = \bar{u}(z_s) < c_{\text{regular}}$]: As shown in Fig. 4(d), this is the only case where the two waves are in phase, as the passive wave helps the active one to propagate counter to its local mean flow $\bar{u}_0$. In this case the vorticity amplitude ratio of the
FIG. 4: Depending on the location of the passive wave, there could be four cases: (a) Passive wave located above the active wave, (b) passive wave located below the active wave but above the steering level, (c) passive wave located at the steering level, and (d) passive wave located below the steering level. Grey color denotes the background velocity, black wavy line denotes the active wave’s displacement field, blue dashed line denotes the passive wave, while red dashed line represents the steering level. In (c), the passive wave is colored red since it coincides with the steering level, resulting in a non-modal growth of the active wave (growth represented by dashed black line). In all cases, vertical arrows denote $w$, the cross-stream velocity, and circles with arrows denote the sign of the vorticity perturbation (higher strength denoted by thicker circles). The black horizontal arrows represent intrinsic phase speed of the active wave, while blue horizontal arrows denote the phase speed induced by the passive wave on the active wave.

The amplitude ratio of the active and passive waves, $\hat{Q}(z_s)/\hat{Q}(h) = [(h - z_s) - G(h, h)]/G(h, z_s)$, can take any (positive) value depending on their relative positions (see also Fig. 5).

The amplitude ratio of the active and passive waves, $\hat{Q}(z_s)/\hat{Q}(h)$, in the singular modes is plotted in Fig. 5, as a function of $z_s/h$. It is straightforward to understand now why the singular modes are vulnerable to the accuracy of the numerical scheme. Since each mode
FIG. 5: Vorticity amplitude ratio of the passive to the active waves, $\hat{Q}(z_s)/\hat{Q}(h)$, as a function of the passive wave position, $z_s$. Active wave is located at $z_s/h = 1$, where the amplitude ratio is unity. The location where the amplitude ratio vanishes $(z_s/h = 1 - G(h,h)/h)$ is the steering level of the regular mode. For $z_s$ below this level the passive and active waves are in phase (grey region), and above they are in anti-phase (white region).

has a vorticity singularity at $z_s$, resulting from discontinuity in $w_z$ at that location, it will remain unresolved if $z_s$ is not sampled by the scheme. In contrast, the regular mode has no such discontinuity, and should be more robust to differences in the numerical scheme.

IV. NON-MODAL INSTABILITY: REGULAR AND SINGULAR MODE INTERACTIONS

We close the analysis by noting that when $z_s = z_{sl}$, i.e. when $c_{\text{singular}} = c_{\text{regular}}$, we can obtain a non-modal self-sustained wave growth when $\Delta \epsilon(h,z_s) = \pi/2$. Substituting Eq. (19) in Eq. (7a) for this phase difference yields

$$\hat{Q}(h,t) = \hat{Q}(h,0) + k \frac{\bar{u}_0}{h} \hat{Q}(z_s) G(h,z_s)t,$$

(21)

where $\hat{Q}(z_s)$ remains constant. As illustrated in Fig. 4(c), when $z_s$ is located at the steering level of the regular mode, the two waves are moving in concert without affecting each other’s
propagation rate. Nonetheless, since the cross-stream velocity field induced by the passive wave is in phase with the vorticity of the active one, it keeps increasing the latter’s amplitude by advecting the mean vorticity at $z = h$. We note that since the growth mechanism is only one-way and not mutual (in the sense that the passive wave cannot grow in the absence of a mean vorticity gradient at $z_s$, only the active wave can grow), the growth of $\hat{Q}(h)$ is only linear and not exponential as in modal instability. Thus, this non-modal growth mechanism cannot be detected from the standard perturbation normal mode eigen-analysis of the linearized system. A similar linear growth mechanism has been analyzed by Bishop and Heifetz\textsuperscript{24} for a stable baroclinic shear setup. Assuming for simplicity $\hat{Q}(h,0) = 0$, the general streamfunction evolution can then be obtained by substituting Eq. (21) in Eq. (4) to get

$$
\psi = \text{Re} \left[ -\left\{ G(z,z_s) + ik\frac{\bar{\nu}_0}{h} G(h,z_s)G(z,h)t \right\} \hat{Q}(z_s)e^{i(kx-\omega t)} \right], \tag{22}
$$

so that after $t \gg G(z,z_s)/[k(\bar{\nu}_0/h)G(h,z_s)G(z,h)]$, the first term within brackets in the RHS can be dropped. The wave frequency $\omega = k\bar{\nu}(z_s) = k\bar{\nu}_0[1 - G(h,h)/h]$. In the limit of $b \to \infty$, we obtain $G(h,h) = 1/2k$ so that $z_s = h - 1/2k$ and $\omega = \bar{\nu}_0(k - 1/2h)$ with the constant group velocity $c_g = d\omega/dk = \bar{\nu}_0$. Thus for open boundaries, a linearly growing wavepacket composed of Fourier components of the form of

$$
\psi = \text{Re} \left[ \frac{-\bar{\nu}_0 t}{4h} e^{-k(h-z_s)} e^{-k|h-z|}\hat{Q}(z_s)e^{i(kx-\omega t)} \right], \tag{23}
$$

will be moving with the speed of the mean flow where the mean vorticity is discontinuous. Since $\hat{Q}(z_s)$ is a function of $z_s$ and $z_s$ is a function of $k$, each component of this wavepacket is resonant with a passive wave located on a different level within the shear layer.

V. CONCLUSIONS

We have demonstrated how wave interaction theory (WIT) can explain the structure of both the neutral regular modes and the continuous spectrum of singular modes in a stable shear layer (i.e. stable to normal mode perturbations) in the absence of an inflection point. The regular mode is essentially a shear Rossby/vorticity wave propagating by advecting the local mean vorticity. The singular mode results from an interaction between this “active” Rossby wave and a singular non-isovortical $\delta$-function vorticity wave that is “passively” advected by the local mean flow. These two remote waves form a neutral mode by a one-
way action-at-a-distance – the passive singular vorticity wave induces a far field cross-stream velocity that helps or hinders the active Rossby wave to propagate in concert with the former. Since the non-isovortical vorticity perturbation is discontinuous in the cross-stream derivative of the cross-stream velocity (i.e. \( w_z \)), it can be easily missed by a numerical scheme that samples the layers in the \( z \) direction. In contrast, the regular mode is robust as it stems from a small but non-zero finite width region whose vorticity perturbation structure results from undulating the mean vorticity isolines.

Furthermore, when the non-isovortical wave is located at the steering level of the Rossby wave, the two waves can propagate in concert in a quadrature phase-locked setup, where the former is linearly amplifying the latter. For a wave packet in an infinite domain, this forms a linearly growing wave packet propagating with the speed of the local mean flow of the regular mode. Thus WIT provides a natural framework for the understanding of the singular continuous spectrum, its vertical structure, and the interactions leading to algebraic non-modal instabilities.

Data sharing is not applicable to this article as no new data were created or analyzed in this study.
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