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ABSTRACT

Phase-contrast computed tomography enables visualizing soft tissue samples with high contrast. At the same
time, typically used phase-retrieval techniques often compromise resolution or phase sensitivity. In order to
increase the resolution for quantitative phase-contrast measurements, we built a new speckle-based imaging
setup at the beamline P05 at Petra III / DESY. By exchanging the wavefront marker with a 2D phase grating as
wavefront marker, we improved the visibility allowing for faster scan acquisition. We developed a post processing
chain which is able to compensate wavefront marker vibrations and tested the setup capabilities and resolution
at different phase-retrieval settings. The setup was able to successfully image biomedical samples at a resolution
up to 2.1 µm. By doing so, a resolution level close to the system resolution and comparable to propagation based
imaging is reached, while at the same time no assumptions about the sample are made and quantitative electron
density information can be accessed.

Keywords: Phase-contrast, Speckle-Based Imaging, X-ray Tomography

1. INTRODUCTION

Multiple imaging methods have been proposed and are in use to visualize the phase-shifting properties of an
object on a microscopic level. Today’s most common methods at synchrotron sources include the propagation-
based imaging (PBI) techniques,1 the grating-based imaging techniques (GBI)2 and, as a most recent addition,
the speckle-based imaging (SBI) techniques.3,4 Their difference lies in the setup complexity, phase sensitivity,
and application area. PBI techniques are comparably simple to implement into an existing setup. If certain
assumptions about the sample are possible, like the sample is made of a single material or weakly absorbing, the
phase can be recovered by a single measurement.5 However, if these assumptions are not applicable, the phase
retrieval becomes more complex. In contrast, differential methods like GBI do not require any assumptions about
the sample. Their disadvantages usually lie in their setup complexity or their influence on the spatial resolution.
In recent years, SBI was introduced as an additional differential phase-contrast method. As more and more
speckle tracking algorithms were added, SBI can be seen as a general term for phase-contrast methods using a
strongly modulated wavefront. While implicit tracking methods6,7 are more related to PBI, explicit methods8,9

rely on correlation analysis to retrieve the imaging signals and are part of the differential phase-contrast methods.
For biomedical imaging, all of the methods mentioned above are in use. The choice of the suitable setup often
depends on multiple parameters. Setup-dependent properties, like complexity, the measurement time, and the
computational effort for phase retrieval, differ and have to be considered during the design of an experiment. The
exact question on a sample can also require or exclude certain methods, as spatial resolution, phase sensitivity
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and the ability to gather quantitative information about the sample are dependent on the method. While PBI
delivers high-resolution scans, its sensitivity is lower, compared to the differential phase-contrast techniques.10,11

GBI setups can lower the spatial resolution, while on the other hand being able to provide quantitative phase
information. For SBI the properties depend on the choice of the tracking algorithm. With the latest addition
to explicit speckle tracking algorithms, the Unified Modulated Pattern Analysis (UMPA), SBI has shown its
application possibilities for phase-contrast CT at a high resolution.12

In order to obtain quantitative phase information at a spatial resolution level close to the system resolution
we designed and constructed a new setup at the Imaging Beamline P05 at PETRA III. In this work, we de-
termined the relevant setup characterization parameters and demonstrate its feasibility for first applications on
biological samples.

2. MATERIALS AND METHODS

2.1 Sample Preparation

During this work, two samples were investigated. As a first sample, a mouse kidney was scanned. The animal
housing and organ removal was carried out at the Klinikum rechts der Isar, Technical University of Munich in
accordance with the European Union guidelines 2010/63 and with approval from an internal animal protection
committee of the Center for Preclinical Research of Klinikum rechts der Isar, Munich, Germany (internal reference
number 4-005-09). After removal, the sample was fixated in a formaldehyde solution and stained with a bismuth-
oxo-cluster.13 After a dehydration series, the stained sample was embedded in paraffin wax and mounted for
scanning. The second sample, a section of human kidney tissue, was provided by the Institute of Forensic
Medicine, Ludwig-Maximilians-Universität München under an institutional ethics approval (151-08). The sample
was again fixated in a formaldehyde solution, dehydrated, and embedded in paraffin, with no staining.

2.2 Data Acquisition

The setup was designed at the micro-tomography end-station of the imaging beamline P05 at PETRA III.14 An
undulator source, in combination with a double crystal monochromator, was used to provide a monochromatic
beam with a photon energy of 20 keV. As camera, a Ximea CB500MG with a CMOSIS CMV50000 sensor was
used, with a physical pixel size of 4.6 µm. The field of view at five-fold magnification is limited in height by
the beam height to approx. 3 mm, the maximum width at this magnification is 7.29 mm. The resolution of the
detector system is limited by the microscope optics to approx. 1 µm.
The wavefront marker was adapted to use a 2D phase-shifting grating, a so-called Talbot Array Illuminator
(TAI)15,16 instead of sandpaper. The grating had a period of 10 µm, a duty cycle of DC = 1/3, and a phase
shift of φ = 2π

3 . At fractional Talbot distances of 1
6dT these TAIs show a focusing effect with a theoretical

compression ratio of 1:3 in each direction, thus a high visibility can be achieved. By using TAIs as wavefront
markers, absorptive elements were avoided and an efficient two-dimensional stepping could be embodied. The
periodic nature of such gratings implies an ideal, regular stepping scheme, using a square number of wavefront
marker positions. Stepping was performed using a 2D piezo stepper motor which was mounted onto the detector
granite structure.
The samples were mounted on an air-bearing rotation stage in between the wavefront marker and the detector.
The optimal fractional Talbot distance for the 10 µm grating used, would be at 538 mm. However, due to setup
limitations, the grating cannot be placed arbitrarily far in front of the sample. At the same time, long propagation
distances from the sample to the detector causes strong edge enhancement effects, disturbing the phase retrieval
and creating artifacts. In order to avoid this, the detector is moved closer to the sample and the grating. This
causes a slight loss of visibility of the gratings, which was determined at approx. 0.5.
The scans are recorded using a continuous rotation mode. Multiple wavefront marker steps are realized by
recording multiple scans, with changing the wavefront marker position in between the scans. A set of around
100 flat-field images are taken at the beginning and the end of each scan.
The first scanned sample was the stained mouse kidney. Due to the stain, a single distance propagation-
based phase-contrast scan did not yield satisfying results and therefore our developed protocol was chosen to
visualize this sample. The tomography of the mouse kidney was performed at a beam energy of 20 keV with 2001
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projections over 180 degrees. The propagation distance was chosen at 160 mm and 16 wavefront marker positions
were imaged, with an exposure time of 80 ms per image. The detector used a 100 µm CdWO4 scintillator screen
and a five-fold magnification objective, resulting in an effective pixel size of 0.92 µm. The scan was then processed
and evaluated for varying UMPA window sizes between 1x1 and 25x25 pixel
The second scan of the human kidney tissue was optimized for a high spatial resolution. A thinner scintillator
screen was mounted, 30 µm LuAG. At the same time, a ten-fold magnification objective was used, resulting in
an effective pixel size of 0.46 µm. In order to increase the width of the field of view, the rotation axis was shifted
by 2500 pixels from the center, and projections were acquired over 360 degrees. A total of 5000 projections of a
human kidney sample were taken per scan, at an exposure time of 200 ms with 16 wavefront marker positions
and a propagation distance of 180 mm.

2.3 Data Processing

The acquired images were corrected for the camera dark-current and intensity fluctuations of the beam. As
SBI requires the reference images to be taken at precisely the same wavefront marker position as the sample
projections, a correction for wavefront marker vibrations was required. For this, a principal component analysis
was performed on the flat-field images of each grating position fj .

17 This yields several so-called Eigenflat-field
images uk and their corresponding Eigenvalues. By using a scree plot, the relevant N components, typically
around 15, were chosen and the remaining were discarded.
In order to generate a best-fitting reference image at an unknown position and therefore to correct for wavefront
marker vibrations, a new reference image fn can be expressed by a weighted sum over the relevant components:

fn = f̄j +
N∑
k=1

wk · uk. (1)

Suitable weights were selected by taking a background region of each projection pBG and performing a least-
squares fit using the Eigenflat-field images:

wk = arg min
wk

(pBG − fn,BG)
2
. (2)

The resulting weights were used to generate the reference image according to eq. 1. The conventional absorption
image was calculated from the mean over all phase steps.
Afterward, phase-retrieval was performed on the projection images by using the Unified Modulated Pattern
Analysis (UMPA).9 The resulting differential phase images were corrected for ramps and outliers, anti-symmetric
mirrored,18 and integrated, using a Fourier approach.19 The integrated phase was filtered for ring artifacts and
reconstructed via filtered back-projection and a Ram-Lak filter using the software X-Aid (Mitos GmbH, Garching,
Germany).

2.4 Data Evaluation

The angular sensitivity, corresponding to the smallest resolvable refraction angle was obtained from the stan-
dard deviation in a background region of the differential phase images. The electron density resolution in the
reconstructed slices was estimated from the standard deviation of the noise in a homogeneous material.
In order to determine the spatial resolution of the reconstructed slices, multiple edges in the image were chosen
and an error function was fitted. As a resolution criterion, the FWHM of the associated Gaussian of the ERFC
can be used, which corresponds to approx. FWHM ≈ 1.178σ.
A determination of the resolution by analyzing the Fourier power spectrum can be performed by calculating the
2D Fourier transform of an ROI and taking the azimuthal average. The resolution level is defined as twice the
noise level in the image. The latter can be determined by taking the highest occurring frequencies. A fourth-
order polynomial is fitted to the FPS to find the intersection with twice the noise level.20

This method is only limited applicable to UMPA phase retrieved images. The window function in the phase-
retrieval process blurs the noise as well as the features. This blur can result in underestimation of the resolution,
especially at large window sizes. The resolution is determined to be more or less independent of the window.
Modregger et al. already suggest, that filtering the Fourier power spectrum does not change the outcome, as
noise and features are filtered approximately equally.
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Figure 1. In a) the mean sensitivity in x and y direction over all projections of the scan is shown as function of the
UMPA window size. The error bars mark the standard deviation. Plot b) shows the electron density resolution in the
reconstructed slices as function of the UMPA window. In c) the mean sigma values of error function (ERFC) fits to
edges in the images are depicted. As resolution criterion the FWHM of the associated Gaussian function can be used,
corresponding to FWHM ≈ 1.178σ.

3. RESULTS AND DISCUSSION

3.1 Mouse Kidney

3.1.1 Angular Sensitivity in Projections

The differential phase projections were evaluated for their angular sensitivity in x and y direction depending on
the UMPA window sizes. This was calculated for each projection and the mean for each window size is depicted
in fig. 1 a). For the smallest window size, the minimum resolvable refractive angle is the largest. With increasing
window size, smaller lateral shifts can be detected and the sensitivity improves to lower values.

The angular sensitivity of a UMPA phase retrieved projection is linked to the number of wavefront marker
positions N , the UMPA window size w and a setup dependent constant for each direction Cx/y by:9

σx/y =
Cx/y

w
√
N
. (3)

As N was kept constant for all window sizes the root-like behavior on w can be seen. The difference in
sensitivity in x and y directions can be attributed to different coherence properties of the beam at synchrotron
sources. The beam emittance in the vertical direction is typically several orders of magnitude smaller than in
horizontal and therefore the coherence is higher in this direction. Other factors such as system vibration can
also have an influence. These factors contribure to the setup constant Cx/y.
In contrast to the improvement of the smallest resolvable refraction angle, the spatial resolution in projection
is decreasing with larger window sizes. The resolution in projection can be estimated as twice the FWHM of
the phase-retrieval window. Contrary to the gain in sensitivity, as in eq. 3, the FWHM increases linearly with
the window size. This limits the possibility to improve the sensitivity arbitrarily far, as the cost in resolution
remains constant.

3.1.2 Reconstructed slices

A tomographic slice, of the electron density distribution of the stained mouse kidney, phase-retrieved using a
window of 3x3 pixel is shown in fig. 2. On the left, an overview of the kidney is shown. The different areas, the
inner medulla (IM), the outer medulla (OM), and the renal cortex (COR) are marked and can be distinguished
by their electron density. The two extracts on the right show the level of detail available. To some extend, ring
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Figure 2. On the left, a reconstructed slice of the stained mouse kidney is shown. The phase retrieval was computed using
a window size of 3x3 pixel, the retrieved phase-shift was computed to units of electron density. The effective pixel size is
0.92 µm. The different regions of the kidney, the inner medulla (IM), the outer medulla (OM) and the renal cortex (COR)
can be distinguished well. The two zoom-ins show a good level of detail in the tissue.

artifacts as a result of residues of the grating pattern were not fully suppressed and can be seen when zooming
in.
The resolution of this slice was determined to be at 3.2 pixel with 2.9 µm respectively, whereas the electron
density resolution was determined at ∆ρe=1.75 electrons/nm3.
In the following, this slice was used to compare the effect of the UMPA window size on the data.

Electron density resolution The electron density resolution in the reconstructed slices was evaluated using
a homogeneous 40x40x20 pixel ROI of the embedding paraffin wax. The results are shown in fig. 1 b).
The standard deviation is the highest for the smallest window size. With increasing windows, and thus, increasing
sensitivity, the electron density resolution improves. As the electron density resolution corresponds to noise in
the slices, it is also influenced by factors in the reconstruction process, like binning, different reconstruction filters
which suppress high spatial frequencies or additional smoothing.

Spatial resolution The spatial resolution was determined by selecting five edges in a reconstructed CT slice
and fitting an error function (ERFC). The resulting sigma values are shown in fig. 1 c). The spatial resolution
deteriorates, the larger the window size gets. For small UMPA windows, the improvement in resolution stagnates
when decreasing the window. As the setup resolution is larger than one pixel, it proposes a lower limit, below
which no further gain in resolution can be achieved by using smaller phase-retrieval windows. As the electron
density resolution or noise in the slices does not have this limit, the window size should be chosen close to the
resolution limit.
The visual effect of different UMPA window sizes on the reconstruction is compared in fig. 3 for windows of 1x1,
11x11 and 25x25 pixel. The decrease in spatial resolution with an increasing blur in the images can be seen well.
Small features get lost for larger windows, while at the same time, remaining artifacts get reduced.
For increasing window sizes, a trend to underestimate the electron density compared to small window sizes
becomes visible. This is a result of the increased blurring of differential phase images, which causes an underes-
timation of the phase shift, particularly at sharp edges of a sample. After phase integration, the resulting phase
shift, and thus the local electron density, is estimated lower.
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Figure 3. Comparison of different UMPA window sizes. In a) a window size of 1x1 pix is shown, in b) of 11x11 pix and
in c) of 25x25 pix. The resolution decreases with larger window sizes as the images get blurred and featues cannot be
distinguished any longer. At the same time, the electron density is estimated at lower values for larger window sizes.

3.2 Human Kidney

The scan of the human kidney sample was optimized for high resolution with an extended field of view. The
latter one, enables scanning the whole sample, even with the ten-fold magnification objective. The projections
were phase retrieved using an UMPA window of 3x3 pixel. Before integration, the overlap of two opposing angles
was determined via cross-correlation and the differential images were stitched together. A ROI is shown in fig.
4 on the left.
The resolution of the scan was determined by analyzing edges in the image and by analyzing the Fourier power
spectrum. The electron density values of the line indicated in the image are depicted on the top right. An ERFC
was fitted and is plotted, as well as the expected value and the standard deviation. This method resulted in a
sigma value of σ =1.8 µm and a resolution of 2.1 µm respectively.
For the second method, the Fourier power spectrum of the slice as shown was calculated and azimuthally av-
eraged. A section of this is shown in fig. 4 on the bottom right. The noise level of the slice was determined
by taking the mean over the 20 highest frequencies. A fourth-order polynomial was fitted to the area indicated
by the gray dashed lines. For the resolution level, the intersection of this fit with twice the noise level was
determined. This resulted in a resolution of 728 lp/mm or 1.4 µm respectively. As this resolution determination
method does not include the post-processing blur, its values are more of theoretical interest.

3.3 Conclusion

With the design of this setup and by tuning the components and acquisition protocol, it is possible to reach a
resolution of 2.1 µm. This is close to the system limit and comparable to the level of PBI. At the same time,
the advantages of differential phase-contrast methods, namely the higher sensitivity and quantitative values, are
used. With this, it is possible to investigate samples with phase-contrast imaging, without having to make any
assumptions about their properties and while still keeping the resolution level of the imaging system.
Our setup is easy to implement and the adaption to use TAIs can provide a higher visibility compared to previ-
ously used wavefront markers. In comparison to sandpaper, the visibility is reached after a shorter propagation
distance, allowing for a more compact setup. Combined with the regular nature of the grating pattern, the
phase-stepping can be optimized so and fewer steps are necessary to reach a good sensitivity. Unlike random
wavefront markers, the periodic structure of the gratings can cause problems if phase wrapping is occurring
and can therefore hinder increasing the sensitivity arbitrarily. To prevent phase wrapping, the sample can be
measured in an embedding medium, to prevent large phase shifts at edges or the propagation distance can be
decreased.
We presented a way to correct for wavefront marker position inaccuracies by performing a PCA and using a
least-squares fit in a background region. This allows to compensate for small vibrations and increases the image
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Figure 4. On the left, a reconstructed section of the human kidney is shown. The phase retrieval was computed using a
window size of 3x3 pixel, the retrieved phase-shift was computed to units of electron density. The effective pixel size is
0.46 µm. The plot on the top right shows the profile of the line indicated in the picture. An ERFC was fitted and the
fit sigma value was used for the resolution criterion. The solid gray line indicates the expected value, the dashed lines
the standard deviation. The plot on the bottom right shows a section of the Fourier power spectrum (FPS) of the image.
The noise level was determined by taking the mean over the 20 highest frequencies. The resolution was determined by
fitting a fourth-order polynomial to the FPS in the area indicated and determining the intersection with the noise level.

quality and sensitivity. The setup sensitivity is tuneable and can be increased by acquiring a larger number of
wavefront marker positions during the measurement or by increasing the propagation distance from the sample
to the detector and going to higher fractional Talbot orders of the grating. To a certain extent, it is even possible
to tune the sensitivity after the measurement by trading in resolution during the phase retrieval.
With the increasing computational power of recent years, the demands of explicit speckle-tracking algorithms
can be addressed even for a larger number of scans during a user beamtime.
The setup is flexible in its energy range and has been tested between 15 and 64 keV, addressing a broad class of
sample systems, from biomedical to material science samples.
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