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ABSTRACT

This study comprises the analysis and the interpretation of the coherent and the noncoherent parts of a

coherent-on-receive microwave radar at grazing incidence conditions. The Doppler measurement is an ex-

tension of standard civil marine radar technology. While intensity images require interpretation based on

understanding the underlying imaging mechanism, the Doppler signal measures the motion of an area of sea

surface and is therefore closely related to the wave physics. Both the measured Doppler signal and the

backscatter intensity signal are suitable for surface inversion and give almost identical surface elevations. A

statistical comparison with a nearby buoy showed good correlation for the significant wave height and the

peak period. By comparing the Doppler signal and the amplitude in the backscatter, the study amends the

understanding of imaging mechanisms in marine radars at grazing incidence.

1. Introduction

Marine X-band radars are used commercially to

monitor sea-state parameters, such as significant wave

height (Hs), mean and peak periods and wavelengths,

mean and peak directions, near-surface currents, etc., as

well as wave spectra (Nieto-Borge et al. 1999; Hessner

et al. 2001; Senet et al. 2001; Lund et al. 2014). Marine

radars are attractive because of their availability on

every moving vessel and on many on- and offshore

platforms as well as their potential in providing the

evolution of the sea surface in the spatiotemporal do-

main (Young et al. 1985; Hessner et al. 2001). However,

intensity images are influenced by a number of known

and unknown effects modulating the backscattered sig-

nal (Plant et al. 1978; Alpers and Hasselmann 1978;

Plant et al. 2010; Lund et al. 2014). Hence, prior to de-

riving sea-state parameters from intensity images, the

radar must be calibrated and image processing algo-

rithms must be applied. A calibration campaign is nor-

mally assisted by in situ sensors, such as wave buoys

(Nieto Borge 1998), providing time series of the wave

elevation, wave slopes, or horizontal displacements, etc.

that are considered reliable (Ochi 2008; Goda 2010;

Cornejo-Bueno et al. 2016). The image processing is

mainly composed of noise filtering and applying a

modulation transfer function (MTF) that transfers the

intensity images to a surface representation (Young

et al. 1985; Nieto Borge and Guedes Soares 2000; Nieto

Borge et al. 2004). While the applicability of this ap-

proach has been proven in a number of studies, its

general validity remains uncertain.

In recent years there have been some efforts on im-

proving the radar technology for marine and offshoreCorresponding author: Karsten Trulsen, karstent@math.uio.no
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applications. One attempt is to determine the phase of

the returned backscattered signal to derive its Doppler

frequency and thus the scattering elements’ velocity,

which is related to the motion of the backscattering el-

ements (Carrasco et al. 2017b), that is, Bragg scattering

and microbreakers (Alpers et al. 1981; Plant and Keller

1990; Lee et al. 1995). In contrast to the intensity images

that require additional interpretation, the Doppler

measurement has a direct relation to the periodic com-

ponents resulting from the orbital velocities of the

waves. In addition to the orbital velocities, the Doppler

velocity includes static contributions, such as currents,

wind drift, and the phase speed of the resonant Bragg

waves (Plant 1997). Assuming that the Doppler signal

and the intensity signal are independent measurements

of the same wave field scanned by the radar antenna, a

comparison of the two magnitudes may help to un-

derstand the imagingmechanisms. This idea was applied

in a number of studies, focusing on measuring and ex-

plaining the modulus of the MTF between the back-

scatter intensity modulation and the surface elevation

based on one-dimensional time series with an incidence

angle between 458 and 608 (Keller and Wright 1975;

Wright et al. 1980; Schröter et al. 1986; Feindt et al.

1986). More recent attempts to make use of the Doppler

measurement from coherent radars focus mainly on

estimating statistical parameters, such as Hs and peak

period Tp (Hwang et al. 2010; Hackett et al. 2015;

Carrasco et al. 2017b). These studies show that the

Doppler signal is well suited for wave analysis.

This study documents that the sea surface re-

construction based on the Doppler and intensity images

are equivalent. For that purpose, the inversion tech-

nique introduced by Nieto Borge et al. (2004) is applied

to the Doppler data. The correct inversion for the in-

tensity data heavily depends on the correct MTF.

Therefore, this work also contains a thorough comparison

of the Doppler and intensity images as well as analytical

considerations, resulting in a purely tilt-based MTF.

The paper is structured as follows: First, the radar

system used in this work is described in section 2. Af-

terward, section 3 deals with the theoretical assumptions

considered in the analysis of the coherent and non-

coherent radar measurements used in this work. Section

4 describes the proposed method to estimate waves

based on the Doppler velocity derived from the co-

herent radar measurements. Furthermore, section 5

deals with improving the knowledge of the complex

MTF by empirical and theoretical considerations. In

section 6 the developed MTF is applied, and the surface

elevation reconstructed by the noncoherent part of the

signal is compared to the surface reconstruction of the

coherent part of the signal. The discussion in section 7

mainly focuses on explaining the differences in theMTF

developed herein to MTFs applied in previous works.

Finally, section 8 describes the conclusions of the work.

2. Radar data analysis

a. Radar specifications

The datasets used herein were recorded by a radar

with an antenna mounted at height H5 43 m on the

Research Platform Forschungsplattformen in Nord- und

Ostsee Nr. 3 (FINO3; 55811:70N, 789:50E) in the North

Sea (see Fig. 1), located approximately 80 kmwest of the

island of Sylt. The area has an approximately uniform

water depth h5 22 m with tidal currents of up to

0.7 m s21 (Huang et al. 2016). The radar operates under

grazing incidence conditions with an incidence angle of

u5 tan21(r/H). 778, with the ground range r (see

Fig. 2). The radar (see Table 1) is coherent on receive;

that is, the phase-resolved electromagnetic signal is

measured when emitted and received. The receiver

measures voltage at the two channels (I andQ), which is

proportional to the amplitude of the electromagnetic

field. Therefore, in the text we denote the modulus of

this signal provided by the receiver as ’’amplitude’’ to

distinguish from the intensity, which is calculated as

I2 1Q2. The backscattered signal is then composed of

the amplitude of the received signal and the relative

phase of the received signal, that is, the received phase

minus the emitted phase. While the amplitude varies

with the local incidence angle ul the relative phase de-

pends on the Doppler frequency resulting from the

surface velocity toward the radar vD. The latter results

from the projection of the surface velocity v into the

direction of b pointing toward the radar (see Fig. 2a). It

should be noted that for short-crested waves, or a radar

look direction not aligned with the wave direction, the

three angles u, ul, and uv are not in the same plane.

The radar is operated in two modes: First, the rotating

mode, recording temporal sequences of backscatter

images. From this spatiotemporal information, the am-

plitude images are analyzed by the standard techniques

derived for marine radars (Young et al. 1985; Nieto

Borge and Guedes Soares 2000; Hessner et al. 2001).

Hence, the peak wave direction is determined from the

estimation of the directional wavenumber spectrum.

Afterward, the radar operates in the fixed mode, where

the radar antenna is pointing into the peak wave di-

rection for 15min. In this mode the radar measures the

complex signal with the pulse repetition frequency of

1 kHz and a pulse length of 50 ns, resulting in the range

resolution of 7.5m. The antenna is 2.3m long and is

recorded with an azimuthal resolution of 18.
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The three-dimensional orbital motion of the waves is

also measured by a directional heave–pitch–roll buoy in

the area (55811:20N, 7811:20E); see Table 2.

b. Doppler velocity measurements

The phase-resolved backscatter signal is arranged into

time intervals Dt5 0:512 s, and the phase differences

Dxn between the phases of successive values are calcu-

lated within each time interval by

Dx
n
5 x

n
2 x

n11
. (1)

The reliability of the phase difference measurement

within each time interval is measured by calculating the

alignment of the vectors associated with the phase shifts

in the complex plane,

Conf5

����� �
N21

n51

eiDxn

�����
N2 1

. (2)

A confidence close to one indicates a good agreement in

the phase shift measurements, while a value closer to

zero reveals disagreement in the estimated phase shifts.

FIG. 1. The location and the bathymetry (EMODnet 2016) of the FINO3 platform.

FIG. 2. Schemes illustrating (a) the radar imaging geometry and (b) the Doppler velocity re-

sulting from a projection of the surface velocity.
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In addition to measuring the quality of the acquired

data, the confidence is a good indicator of the amount of

shadowing in the data. In shadowed areas, the back-

scatter from the sea surface is limited and the received

signal is therefore more prone to noise, causing a low

confidence measure. For the fixed radar, the phase differ-

ences are averaged over each time interval to give a robust

Doppler estimate (Carrasco et al. 2017b,a). As a result, the

time resolution is equal to the chosen time interval length

Dt. In the rotatingmode, only three points can be arranged

into the time interval; therefore, the Doppler signal re-

corded with the given hardware is unstable in the rotating

mode and not used in the present work.

The Doppler shift is related to the Doppler velocity

vD as follows:

v
D
5

f
D
l

2 sin(u)
b , (3)

where fD 5Dx/(2pDt) denotes the average Doppler

frequency, l is the electromagnetic wavelength, u is the

incidence angle, and b is the unit vector pointing to the

radar (Carrasco et al. 2017b).

3. Theoretical background

One way to retrieve the surface elevation from the

Doppler velocity is by applying linear wave theory,

where the surface elevation is defined as

h5 �
j

ĥ(k
j
,v

j
)ei(kj�r2vj t), (4)

and the surface velocity is given by the horizontal ve-

locity vector vh and the vertical velocity component ny,

v
h
5 �

j

(v
j
2 k

j
�U) cosh[k

j
(z1h)]

sinh(k
j
h)

ĥ(k
j
,v

j
)
k
j

k
j

ei(kj�r2vj t)

(5)

n
y
5 �

j

2i
(v

j
2 k

j
�U) sinh[k

j
(z1h)]

sinh(k
j
h)

ĥ(k
j
,v

j
)ei(kj�r2vj t) ,

(6)

where ĥ(kj, vj) are complex coefficients, r is the hori-

zontal position vector relative to the radar, and r5 jrj is
the horizontal distance to the radar commonly known as

ground range. Terms kj, kj 5 jkjj, and vj 5v(kj) are the

wavenumber vector, the wavenumber, and the angular

frequency satisfying the dispersion relation

v5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
gk tanh(kh)

p
1 k �U , (7)

respectively, where g is the acceleration of the gravity,U

is the current, and h is the water depth.

The three-dimensional discrete Fourier transform

(DFT), v̂D(kn, vm), of the Doppler velocity, vD(r, t),

results in complex coefficients, corresponding to a uni-

form grid (kn, vm) withN points in space andM points in

time. The numbering of the discrete grid does not cor-

respond to the index j in the theoretical Eqs. (4)–(6).

The latter numbers refer to the coefficients of Fourier

series and its related frequency–wavenumber pairs ful-

filling the dispersion relation. The received signal may

contain other contributions that do not correspond to

waves, such as the spectral background noise. In addi-

tion, not all combinations of indices (n, m) correspond

to free waves; thus, we introduce a filter to extract the

components associated with linear gravity waves. The

spectral image of the acquired data shows the wave

energy as a cloud around the theoretical dispersion re-

lation in (k, v). This cloud is called a dispersion shell and

its width is denoted by « (Young et al. 1985). The filter is

defined by a pass-band filter around the dispersion sur-

face so that the spectral components within the disper-

sion shell are selected,

D
n,m

5

(
1, where jv

m
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
gk

n
tanh(k

n
h)

p
2 k

n
�Uj, «

0, otherwise
.

(8)

The dispersion shell has to be wide enough to contain

the energy contribution around the dispersion relation,

given by Eq. (7), and narrow enough to exclude spectral

background noise. This noise is due to the roughness of

TABLE 1. Technical details of the radar.

Maker GEM Elettronica

Model 12-kW marine X-band radar

Coherence addition University of Electronics,

St. Petersburg, Russia

Pulse repetition frequency 1 kHz

Pulse rate 9.48GHz

Pulse length 50 ns

Range resolution 7.5m

Maximum range 3262.5m

Antenna size 2.3m

Azimuth beamwidth 218
Polarization Vertical transmit and vertical

receive (VV)

TABLE 2. Technical details of the buoy.

Maker Datawell BV

Model Datawell Mark III

Diameter 0.9m

Mooring depth 25m

Frequency resolution 1.28Hz
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the sea surface, which is responsible of the speckle noise in

the radar (Nieto Borge et al. 2008). As the signal results

from the roughness, modulated by the waves, the spectral

background noise in the intensity modulation spectrum

is important for the signal-to-noise ratio and the estima-

tion of Hs, etc. (Nieto Borge et al. 2008). During the im-

plementation, different filter widths have to be tested.

It is expected that the wavenumber and frequency

resolution (for our analysis Dk5 0:013 radm21 and

Dv5 0:007 rad s21, respectively)—and in the case of the

fixed mode, the directionality of the wave field—play an

important role when defining Dn,m. In our case the disper-

sion filter was found by first identifying all pixels touching

the dispersion curve. The pixel boundaries result from the

discretization in wavenumber and frequency. An efficient

algorithm for identifying the relevant pixels is to define a

fine k grid, calculate the corresponding v values from the

dispersion relation, andmark the pixel containing the (k, v)

value in the original wavenumber frequency grid. In the

present study, the resolution in frequency is considerably

higher than that in wavenumber; therefore, the resulting

initial shell is wider where the dispersion curve is steeper

and more narrow where the dispersion curve is flatter. For

our case the initial shell is extended by 6Dk. In

practice, it appears that a filter that is slightly wider

than the dispersion cloud does not change the results

considerably.

Assuming that the Doppler velocity [Eq. (3)] is equal

to the particle velocity [Eqs. (5) and (6)] at the sur-

face, in the direction of b, thus nD 5 b � v, and limiting

consideration to those indices (n, m) that are inside

the filter [Eq. (8)], we need to solve ĥD(kn, vm) from

the equation

v̂
D
(k

n
,v

m
)D

n,m
5F fb � vg , (9)

where F denotes the DFT with respect to space

and time.

For the special case that b is constant over the radar

footprint, we have

v̂
D
(k

n
,v

m
)D

n,m
5 (v

m
2 k

n
�U)

�
b � k

n

k
n
tanhk

n
h
2 ib

z

�
ĥ
D,n,m

,

(10)

where bz is the vertical component of b. Note that bz

introduces an additional phase shift. This equation is ill-

conditioned for simultaneous grazing incidence (bz ’ 0)

and wave directions orthogonal to the radar look di-

rection (b � kn ’ 0). In the following we shall apply this

equation under the assumption of grazing incidence and

wave directions nearly parallel to the radar look di-

rection, thus bz ’ 0 and b � kn ’ kxn.

Algorithm for the analysis

The Doppler images are processed according to al-

gorithms widely used for amplitude images in opera-

tional settings (Young et al. 1985; Nieto Borge and

Guedes Soares 2000; Hessner et al. 2001), with the ad-

ditional step of mapping from the Doppler velocity to

the surface elevation. The following gives a brief over-

view of themain steps from the initial data to the surface

elevation [Eq. (10), where bz 5 0]. The crucial part of the

standard procedure is to select the spectral components

that can be associated with wave energy, in the current

case limited to the contribution of linear waves. Here we

will apply the algorithm to two-dimensional datasets

resulting from the fixed mode; however, it is also valid

for applications with the rotating antenna.

All steps are listed in chronological order:

1) Calculate themultidimensional DFT to transfer from

the (x, t) space to the (k, v) space.

2) Apply a high-pass filter to avoid static and quasi-

static patterns resulting from long-range radar imag-

ing effects (Nieto Borge et al. 2004). Hence, the

spectral values for low frequencies v,vthreshold and

low wavenumbers k, kthreshold that cannot be con-

sidered in the range of wind-generated ocean gravity

waves are suppressed. The term vthreshold is the

threshold of the high-pass filter; in this work

vthreshold 5 2pfthreshold, where fthreshold 5 0:035 Hz and

kthreshold is calculated from vthreshold by the dispersion

relation.

3) Estimate the current U for defining the dispersion

filter (Young et al. 1985; Senet et al. 2001):

(i) Define a subset of data points (G) exceeding a

given spectral density threshold (20% of the

spectral peak).

(ii) Estimate U by minimizing the functional below

for all chosen pixels,

F5 �
n2G

v
n
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
gk

n
tanh(k

n
h)

q
2 k

n
�U

h i2
(11)

Hence, the algorithm depends on a homoge-

neous water depth that must be known for

shallow and moderate water depths.

(iii) Correct the estimate of the dispersion curve by

taking into account the data points that are

located close to the initial dispersion curve. In

this second step the threshold for considering a

data point is lower than in the first step with 2%

of the spectral peak (Senet et al. 2001).

4) Apply the bandpass filter of Eq. (8) to the wave-

number and frequency components, obtained from

the DFT output.
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most conservative approach for defining shadowed

areas. It classifies areas as shadowed when a straight line

from the radar to the area crosses another wave. Ac-

cording to Plant and Farquharson (2012), partial shad-

owing is characterized by diffracted radar backscatter

from the areas that are classified as geometrically

shadowed. In Fig. 13b the shadowing in the intensity

signal may be well approximated by geometric shad-

owing. Behind the wave crests, where the confidence

drops, the amplitude remains at a constant low level. In

contrast to that, the influence on the Doppler signal is

less pronounced except for certain cases, characterized

by spikes that are unlikely to correspond to surface

waves. When the dispersion filter has been applied, the

spikes forming the raw signal disappear and the re-

constructed surface is smooth.

Since the buoy is located outside the radar footprint,

a direct comparison of the wave elevation was impos-

sible. An additional validation of the radar by

means of the buoy is a spectral comparison. Figure 14

shows a typical case with good resemblance. When

there are two peaks, the radar usually underestimates

one of them. In general, energy with k. 0:2 radm21,

corresponding to v. 1:4 rad s21,Tp , 4:5 s, is not well

resolved because of the poor spatial resolution and

dispersion filtering.

Finally, we investigate the influence of the directional

spreading to the reconstructed surface. To estimate the

surface reconstruction error resulting from the di-

rectional projection, the buoy data were consulted. A

synthesized Doppler velocity is composed from the time

derivatives of the horizontal positions (east and north)

processed according to Eq. (14). The RMS error be-

tween the surface elevation measured by the buoy and

the one synthesized from the horizontal buoy displace-

ment is around 10%, increasing with the directional

spreading (Fig. 15a). Similarly, the RMS between the

Doppler and the amplitude surface reconstruction in-

creases with the directional spread, when the MTF is

applied; see Fig. 15b. Not applying the MTF (except for

the phase shift correction) leads to a higher RMS that

decays with increasing directional spreading.

7. Discussion

a. The influence of shadowing on the MTF

In the previous section we have found that the pro-

posed tilt-based MTF seems to fit well in our case. In

contrast to many previous publications, where the MTF

was applied to the spectral estimate in the k domain

(e.g., Nieto Borge et al. 2004), our MTF is applied to the

Fourier components of the estimated surface elevation

hA in the (k, v) domain. We use the exponent a for the

Fourier components and b5 2a for the corresponding

values of the power spectrum,

T (k)5 ik2a

jT (k)j2 5k2b . (36)

In the following, the developed tilt MTF with b5 2 is

put into relation to the often-used empirical MTF

with b5 1:2, introduced by Nieto Borge et al. (2004).

FIG. 11. Examples of the surface inversion in (a) range and (b) time. The terms hD and hA denote the surface

elevations inverted from the Doppler and the amplitude images respectively. The difference between the two

surface reconstructions is measured by the root-mean-square error (RMS) and the bias (hD 2hA). For comparison,

hA,no MTF shows the reconstruction based on the amplitude image without applying the factor k21 of the MTF.
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FIG. 12. Inversion comparisons (analog to Fig. 11a) for all cases.
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Their MTF was estimated from averaging over a

number of spectra from different recordings in the

Bay of Biscay, a swell-dominated area, with a rather low

significant steepness «s 5 2pHs=gT2
p 2 [0:011, 0:013]

and significant wave heights ranging from 1.9 to 4.7m.

The most striking difference with the current case is the

high incidence angle [888, 898], which is associated with a
considerable amount of shadowing. Similar to the range

dependence shown in Fig. 7, Lund et al. (2014) found

that the observed spectrum changes with the range,

as documented in Fig. 20a of Lund et al. (2014).

The figure shows estimated wave spectra for near

range (200–700m), midrange (700–1200m), and far

range (1700–2200m), where Lund et al. have applied the

same MTF (Nieto Borge et al. 2004) to all. Lund et al.’s

best result in accordance with the buoy spectrum is given

FIG. 13. Qualitative comparison of radar measurements and the estimated surface elevation for (a) near range

and (b) far range. Terms D and A denote the raw signals of Doppler and amplitude, respectively, with the cor-

responding surface reconstructions hD and hA, which are identical to the ones in Fig. 11. The confidence (Conf) is

defined in Eq. (2).

FIG. 14. Spectral comparison with the buoy. The logarithmic plot includes power decay laws and the angular cutoff

frequency for the radar.
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for the midrange, which had a similar incidence angle as

the one used byNietoBorge et al. (2004). Compared to the

midrange spectrum, the near-range spectrum has more

energy in the high-frequency tail and less in the peak, while

the far-range spectrum is characterized by more energy in

the peak and less in the tail. As described above, we as-

sume that the increasing shadowing with the increasing

incidence angle requires an MTF with a lower exponent.

Therefore, we expect that applying the correct MTF cor-

responding to the amount of shadowing in the given range

intervalsmay have resulted in similar spectra for all ranges.

In the following we test the possible influence of shad-

owing on the MTF by a mathematical model. We use the

simple tilt modulation model defined in section 5b and

modify it by a shadowing mask. The areas that are shad-

owed are defined from geometric shadowing and the

values are chosen according to the signal-to-noise ratio

applicable for the given incidence angle; that is, close to the

radar, the shadowed areas have a relatively lower value

compared to the illuminated areas, and farther away the

intensity values of shadowed areas are only slightly below

the illuminated areas.

Figure 16a shows the range-dependent behavior of an

intensity model purely based on tilt modulation and

shadowing. In accordance with Fig. 7, the model based

on tilt and shadowing captures how the increasing in-

cidence angle modifies the decay of the wavenumber

spectrum, while the tilt alone (Fig. 16b) results in prac-

tically identical spectra for all incidence angles. Differ-

ent models for the shadowing mask were tested by

imposing alternative values in shadowed areas, but the

effect of these changes on the received spectra were

FIG. 15. Reconstruction error (RMS/Hs) between surface reconstructions from (a) the buoy and (b) the radar drawn

over the corresponding value of directional spreading calculated according to Kuik et al. (1988).

FIG. 16. Spectral estimates from a wave field and simulated intensity images based on (a) tilt modulation and

shadowing and (b) tilt only. The different intensity images correspond to three different incidence angles.
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minimal. Thus, the governing effect lies in the ratio be-

tween the shadowed and unshadowed areas.

The findings above show that the shadowing has ap-

proximately the effect of multiplying the filtered spec-

trum by kd and thereby reducing the power of the MTF.

The value of d depends on the amount of shadowing

present. We conclude that the MTF may be approxi-

mated by the multiplication of a tilt and a shadowing

contribution, T 5 T tiltT shadow. It should, however, be

clarified that T tilt is an MTF that is calculated from

physical effects and therefore is expected to be very

accurate under grazing incidence conditions, while

T shadow is an empirical estimate of an advanced mech-

anism approximated by a power law of k. Therefore, we

suggest avoiding shadowed data whenever possible. If

shadowing is unavoidable because of local incidence

conditions, it is not advisable to use a generic MTF.

b. Applicability of the MTF

It has previously been described that the MTF depends

on a large number of factors, ranging from environmental

conditions, such as wind speed and direction, to radar-

specific parameters, including radar wavelength, incidence

angle, and look direction (Hwang et al. 2010).

To minimize the number of influence factors on the

imaging mechanism of the radar, the following strategy

may be advisable: The chosen range interval should be

small to limit the effect of the increasing incidence angle

(e.g., five peak wavelengths) and it should be as close as

possible to the radar antenna to limit the effect of

shadowing. In addition, a minimum threshold for Hs

should be chosen in order to minimize the influence of

the wind. According to Hessner et al. (2001), reliable wave

measurements with X-band radar with horizontal transmit

and horizontal receive (HH) polarization are obtained in

the presence of a minimum wind speed is necessary (typi-

cally, higher than 3ms21). With the coherent radar at

FINO3used in this study,Hs couldbewell estimatedmerely

based on Doppler images of Hs . 0:5 m and on intensity

images of Hs . 1:0 m (Carrasco et al. 2017b). The most

appropriate range window was found to be defined by the

incidence angles between 788 and 878.

8. Conclusions

The presented comparison of Doppler and amplitude

images sheds light on the imaging mechanisms of a

noncoherent radar. Though influenced by the same pa-

rameters, the Doppler and intensity images may be

considered as independent measurements of the sea

surface. As a result of analyzing both the Doppler and

intensity images and comparing the results, the follow-

ing conclusions may be drawn.

The inversion technique applied to the Doppler im-

ages results in a sea surface reconstruction with Hs and

Tp estimates comparable to that of a buoy. For appli-

cations of a noncoherent radar under grazing incidence

conditions with limited shadowing, tilt modulation was

found to be the governing imaging mechanism. The re-

sulting MTF

T (k)5 ik21C (37)

was derived from relation between the local incidence

angle and the radar cross section under the assumption

of grazing incidence.

The quality of the analysis depends highly on the choice

of the datasets. A suitable range window has to be chosen

and a threshold for significant wave height should be de-

fined. A range window with the incidence angle of u 2
[788, 878] gave the best results in the present case, as it

avoids shadowed regions, and the grazing incidence as-

sumption is still fulfilled and the window is wide enough. In

the future, the choice of the range window is expected to

allowvarious degrees of shadowing, basedona technique to

deal with shadowed regions that is currently under

development.

Finally, sea surface inversions from the Doppler and

amplitude are consistent in our study. In combination

with good agreement between the statistical parameters

of the Doppler signal and the buoy, the results are

trustworthy for observations with limited directional

spreading and medium-to-high significant wave heights.

The presented solution with theDoppler data is superior

to the amplitude-based solution, since the MTF and the

scaling of the surface elevation are redundant. However,

with a coherent radar, it may be advantageous to use

both datasets for cross validation of the results.
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