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Abstract

Was the spread of agropastoralism from the Fertile Crescent throughout Europe influenced by extreme climate events, or was it independent of climate? We here generate idealized climate events using palaeoclimate records. In a mathematical model of regional sociocultural development, these events disturb the subsistence base of simulated forager and farmer societies. We evaluate the regional simulated transition timings and durations against a published large set of radiocarbon dates for western Eurasia; the model is able to realistically hindcast much of the inhomogeneous space-time evolution of regional Neolithic transitions. Our study shows that the consideration of climate events improves the simulation of typical lags between cultural complexes, but that the overall difference to a model without climate events is not significant. Climate events may not have been as important for early sociocultural dynamics as endogenous factors.
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1. Introduction

Between 10,000 and 3000 cal BC, western Eurasia saw enormous cultural, technological, and sociopolitical changes with the emergence of agropastoralism, permanent settlements, and state formation (Barker, 2006). Human population experienced a dramatic increase (Bocquet-Appel, 2008; Gignoux et al., 2011), and people, plants and animals moved or were moved great distances (e.g., Zohary and Hopf, 1993).

While the Holocene possibly defines the start of major anthropogenic global environmental change (Lemmen, 2010; Kaplan et al., 2011), it also marks the period where climatic shifts could have affected human subsistence more severely than ever before: reduced mobility after investments in settlement infrastructure most likely increased the sensitivity of the novel farmers to environmental alterations (Janssen and Scheffer, 2004). There remains, however, considerable uncertainty on whether and how climate instabilities had influenced the development and spread of agropastoralism in Eurasia (Berglund, 2003; Coombes and Barber, 2005).

1.1. Origin and spread of western Eurasian farming

The Neolithic originated most probably in the Fertile Crescent, between the Levantine coast and the Zagros ridge. In this region, almost all European food crops and animals—wheat, barley, cattle, sheep, pigs—had been domesticated and inserted into a broad spectrum of foraging practices during the tenth millennium cal BC (Flannery, 1973; Zeder, 2008). Neolithic (farming based) life style emerged not before the 9th millennium BC in this core region (Rosen and Rivera-Collazo, 2012), and expanded to Cyprus by 8500 cal BC (Peltenburg et al., 2000); around 7000 cal BC, agropastoralism appeared on the Balkan and in Greece (Perlès, 2001). Propagating in a generally northwestern direction, agropastoralism finally arrived after 4000 cal BC on the British isles and throughout northern Europe (Sheridan, 2007); in a western direction, the expansion proceeded fast along the Mediterranean coast to reach the Iberian peninsula at 5600 cal BC (Zapata et al., 2004).

1.2. Transitions and climate

It has been argued that a precondition of agriculture was the relatively stable environment of the Holocene (Feynman and Ruzmaikin, 2007), and that only in this stable environment active cultivation and establishment of infrastructure such as fields and villages was favored (van der Leeuw, 2008). Within its relative stability, however, the Holocene climate exhibited variability on many spatial and temporal scales with pronounced multi-centennial and millennial cycles (Mayewski et al., 2004; Wanner et al., 2008). In addition, non-cyclical anomalies have been identified (e.g., Wirtz et al., 2010), most prominently the so-called 8.2 and 4.2 events (around 6200 and 2200 cal BC, respectively, von Grafenstein et al. 1998; Cullen et al. 2000). Although the regional scale and intensity of the 4.2 event has been strongly questioned (e.g., Finné et al., 2011), the event had evoked the formulation of hypotheses on the connection between climatic disruptions and societal collapse (Weiss...
et al., 1993; DeMenocal, 2001). Similarly, the globally documented 8.2 event has been linked to the abandonment of many settlements in the Near East and simultaneous appearance of new village structures in southeast Europe (Weninger et al., 2005).

It might be coincidental that the 8.2 and 4.2 events define the time window of the Neolithic expansion in Europe, but the general view that environmental pressure on early Neolithic populations may have stimulated outmigration has been put forward since long (Childe, 1942; Dolukhanov 1973, Gronenborn 2009, 2010, or Weninger et al. 2009) suggest that climate-induced crises may have forced early farming communities to fission and move in order to escape conflicts. Berger and Guilaine (2009), to the contrary, see the role of climate events rather in creating opportunities: the rapid farming expansion into the Balkan could have been stimulated by an increase of natural fires after the 8.2 event, which opened up the formerly forested landscape.

1.3. How sensitive was the Neolithization to climate?

The relevance of climate variability and external triggers for prehistoric agricultural dynamics has been severely questioned (e.g., Erickson, 1999; Coombes and Barber, 2005). Alternative theories of the Neolithic transition underlie the agency of early societies (Shanks and Tilley, 1987; Whittle and Cummings, 2007). On the other hand, the development of technological, social, and cultural complexes can hardly be thought to evolve independently of their variable environments; and the spatio-temporal imprint of the Neolithization in Eurasia requires a geographic approach which resolves how people and/or goods and practices migrated over long distances. Berglund (2003), e.g., suggested a stepwise interaction between agriculture and climate but found no strong links for northwest Europe.

The dispersal of agriculture into Europe has long been mathematically formulated based on Childe’s (1925) observation on the spatiotemporal distribution gradient of ceramics that Ammerman and Cavalli-Sforza (1971) formulated as the ‘wave of advance’ model. This simple—and also the later more advanced ones (Ackland et al., 2007; Galeta et al., 2011; Davison et al., 2006)—diffusion models received support from linguistic (e.g. Renfrew, 1987) and archaeogenetic work (e.g. Balaresque et al., 2010). The dispersal of agriculture in these models occurs concentrically, and can be modulated by topography and geography. This dispersal model is not able to describe the inhomogeneous spatiotemporal distribution of radiocarbon dates, which are, e.g., apparent in regionally different stagnation periods (‘hypothèse arythmique’, Guilaine, 2003; Rasse, 2008; Schier, 2009).

Stagnations are visible in the simulation by Lemmen et al. (2011), who integrate endogenous regional sociocultural dynamics with the dispersal of agriculture. Their approach connects social dynamics—as optimally evolving agents—to regionally and temporally changing environments; in addition, they account for the spatio-temporal spread of populations and technological traits. Their Global Land Use and technological Evolution Simulator (GLUES) has proven to produce realistic hindcasts of the origin and distribution of agropastoralism and concomitant cultures around the globe (Wirtz and Lemmen, 2003; de Vries et al., 2002), for Eastern North America (Lemmen, 2012), the Indus valley (Lemmen and Khan, 2012), and western Eurasia (Lemmen et al., 2011). Using GLUES and a globally synchronous climate forcing signal, Wirtz and Lemmen (2003) found a general delay of the simulated regional Neolithic due to climate fluctuations; at a global scale, differences in hindcasted socio-cultural trajectories proved to be largely independent of temporal disruptions.

We here use temporal disruptions that are defined as excursions of a climate variable far from the local mean climate, i.e. extreme climate events; we do not consider rapid climate shifts that abruptly alter the climate mean state (e.g., Dakos and Scheffer, 2008). The hypothesis that extreme climate events had significant impacts on the Neolithization of Europe is critically examined: we employ GLUES as a deductive tool to reconstruct the Neolithic transition in Europe and evaluate the simulated reconstruction against the radiocarbon record of Neolithic sites in two experiments: (1) one including climate events, represented by a pseudo-realistic spatially resolved climate event history for the period 9500–3000 cal BC; and (2) another without climate events.

2. Material and Methods

2.1. Reconstructing climate event history

We used a data collection of 134 globally distributed, high-resolution (< 200 a) and long-term (> 4000 a) palaeoclimate time series collected from public archives and published literature. The collection only contains studies where the respective authors indicated a direct relation to climate variables such a precipitation, temperature, or wind regime (e.g. Bond, 1997; Wick et al., 2003; Chapman and Shackleton, 2000; Gasse, 2000). A large part of this data set (122 time series) was previously analyzed by Wirtz et al. (2010) for extreme events; a complete overview of time series in this collection is provided in the supporting online material (Table S1). Due to the different types of proxies originating from both marine and terrestrial sites (mostly δ18O, see Table 1) the relation to climate variables is often ambiguous, also in sign. This ambiguity does not affect our analysis, as we are only interested in the spatio-temporal characterization of extreme events: a drastic excursion from a climate mean state stressed regional habitats and human populations regardless of its direction.

Our data set comprises 134 palaeoclimate time series, all of them long-term and high-resolution, and provides the best spatial and temporal coverage of any study we are aware of. Previous collections used 18, 50, 60 or 80 records (Wanner et al. 2008; Mayewski et al. 2004; Holmgren et al.
2003; Finné et al. 2011, respectively), mostly limited to the last 6000 years. The coverage we use here is sufficient to represent climate variability in almost all land areas of the world (with sparsest regional coverage in central Australia, Saharan Africa, and Northern-Central Eurasia), considering the spatial coherence of climate signals within 1500 km distance found by Wirtz et al. (2010) for their similar data set.

From the global dataset, 26 time series are located in or near our focus area western Eurasia (Table 1). For these time series we analyzed the non-cyclic event frequency according to the procedure in Wirtz et al. (2010): time series were detrended with a moving window of 2000 years and smoothed with a moving window of 50 years, then normalized (Figure 1b). Events were detected whenever a time series signal exceeded a confidence interval with threshold \( p = 1 - 1/n \), where \( n \) is the number of data points (Thompson, 1990), and where each event is preceded or followed by a sign change in the time series.

For each simulation region, events from spatially overlapping or nearby proxy locations were used to construct an aggregated event time series specific to this region (Figure 1a–c): (1) a Gaussian filter with \( \tau = 175 \) a (corresponding to the dating uncertainty in many records) standard deviation was applied to each event; (2) the distance of the proxy location to the simulation region was used to assign exponentially decreasing weights to each event; (3) all event densities were summed and filtered with a running mean with window \( \tau \); (4) all events representing single anomalies above the mean event density were used for further analysis, irrespective of their magnitude. On average, seven events were detected per time series.

From this analysis, we obtain a pseudo-realistic data base of spatially and temporally resolved climate events. By using this idealized approach, we show a way to overcome issues raised by, e.g., Schulting (2010) on chronological resolution and spatial representation problems of individual records. In our study, we consider the impact of the number of extreme events and their spatial patterning rather than single chronologies. This idealized—or potential—climate events database thus allows us to go forward with analyzing the climate-human relationship while the reliability of individual palaeoclimate reconstructions is still being questioned.

### 2.2. Global Land Use and technological Evolution Simulator

The Global Land Use and technological Evolution Simulator (GLUES, Wirtz and Lemmen 2003; Lemmen 2010; Lemmen et al. 2011) was developed to study how differences in cultural trajectories at the region scale can be attributed to the specific adaptation of local societies. GLUES mathematically resolves the dynamics of local human populations’ density and characteristic sociocultural traits in the context of a changing biogeographical environment. One of the characteristic traits represents available technologies, a second one the share of farming and herding activities, and the third one the number of established agropastoral economies. Trait characteristics adapt according to a growth-benefit gradient dynamics (e.g. Smith et al., 2011, for ecological applications). Traits are further exchanged between simulation regions by information dis-

---

**Figure 1:** Generation of idealized climate events. (a, top) Map with example region and nearby locations (colored triangles) where long-term and high-resolution palaeoclimate information is available; concentric circles indicate the distance from the simulation region. (b) Associated palaeoclimate time series, detrended and normalized; for each time series, the confidence level \( p \) is indicated and visualized as the width of the background shading. Climate extremes are identified outside this confidence interval and are highlighted. (c, bottom) Contribution of individual extreme events from palaeoclimate time series (weighted by distance and color-coded as above) to the probability distribution of event occurrence in the simulation region. The dotted line shows the number of time series contributing to the event generation for this region.
Table 1: Table of 26 palaeoclimate time series and associated timing of extreme climate events. This is a subset (relevant for the Western Eurasian focus area) of the entire global collection used to generated extreme climate events; the full dataset is shown in the supplementary material Table S1. Abbreviations: Lk=Lake, Cv=Cave, SST=sea surface temperature, T=temperature, T7=July temperature, P=precipitation, GSD=grayscale density, Ti=Titanium content, and HSG=hematite stained glass.

<table>
<thead>
<tr>
<th>No</th>
<th>Site</th>
<th>Proxy</th>
<th>Events (cal BC)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>49</td>
<td>Trop Atlantic</td>
<td>SST</td>
<td>none</td>
<td>DeMenocal et al. 2000</td>
</tr>
<tr>
<td>50</td>
<td>N Atlantic</td>
<td>HSG</td>
<td>4100</td>
<td>Bond et al. 2001</td>
</tr>
<tr>
<td>52</td>
<td>Ireland</td>
<td>δ18O</td>
<td>8966/8140</td>
<td>McDermott 2004</td>
</tr>
<tr>
<td>53</td>
<td>NW Morocco</td>
<td>δ18O</td>
<td>7856/3390/4080</td>
<td>Hodell et al. 2001</td>
</tr>
<tr>
<td>54</td>
<td>SW Europe</td>
<td>ΔT</td>
<td>8970/3320</td>
<td>Davis et al. 2001</td>
</tr>
<tr>
<td>55</td>
<td>SW Europe</td>
<td>ΔT</td>
<td>none</td>
<td>Davis et al. 2001</td>
</tr>
<tr>
<td>57</td>
<td>Swiss Alps</td>
<td>T</td>
<td>7950/6030</td>
<td>Wick et al. 2003</td>
</tr>
<tr>
<td>58</td>
<td>Swiss Alps</td>
<td>P</td>
<td>7920</td>
<td>Wick et al. 2003</td>
</tr>
<tr>
<td>59</td>
<td>Swiss Alps</td>
<td>P</td>
<td>7920/5980</td>
<td>Wick et al. 2003</td>
</tr>
<tr>
<td>60</td>
<td>C Italy</td>
<td>Mg/Ca</td>
<td>5936/3270</td>
<td>Drysdale et al. 2006</td>
</tr>
<tr>
<td>62</td>
<td>C Italy</td>
<td>δ18O</td>
<td>5910</td>
<td>Drysdale et al. 2006</td>
</tr>
<tr>
<td>63</td>
<td>S Germany</td>
<td>δ18O</td>
<td>8130/9050/7190</td>
<td>von Grafenstein et al. 1998</td>
</tr>
<tr>
<td>67</td>
<td>Sweden</td>
<td>GSD</td>
<td>9160/6350</td>
<td>Rubenroether and Roseqvist 2003</td>
</tr>
<tr>
<td>68</td>
<td>N Finland</td>
<td>T</td>
<td>6590/5160</td>
<td>Husem and Hald 2004</td>
</tr>
<tr>
<td>69</td>
<td>N Atlantic</td>
<td>GSD</td>
<td>9380/8360</td>
<td>Chapman and Shackleton 2000</td>
</tr>
<tr>
<td>70</td>
<td>Marmara Sea</td>
<td>δ18O</td>
<td>3760/3230</td>
<td>Stepankin et al. 2003</td>
</tr>
<tr>
<td>71</td>
<td>Black Sea</td>
<td>Ti</td>
<td>7220</td>
<td>Bahr et al. 2005</td>
</tr>
<tr>
<td>75</td>
<td>SE Europe</td>
<td>ΔT</td>
<td>8570/7820</td>
<td>Davis et al. 2003</td>
</tr>
<tr>
<td>76</td>
<td>Kola</td>
<td>δ18O</td>
<td>8140/3550</td>
<td>Jones et al. 2004</td>
</tr>
<tr>
<td>81</td>
<td>Soreq Cv, Israel</td>
<td>δ18O</td>
<td>7170/4450</td>
<td>Bar-Matthews et al. 1999</td>
</tr>
<tr>
<td>82</td>
<td>Red Sea</td>
<td>δ18O</td>
<td>9090/3730</td>
<td>Soerberg-Everfield et al. 2004</td>
</tr>
<tr>
<td>93</td>
<td>NW Siberia</td>
<td>T</td>
<td>none</td>
<td>Hantemirov and Shiyatov 2002</td>
</tr>
<tr>
<td>129</td>
<td>Lk Ioannina, Greece</td>
<td>δ18O</td>
<td>4050</td>
<td>Fregley and Griffini 2001</td>
</tr>
<tr>
<td>132</td>
<td>Lk Arigil, Turkey</td>
<td>δ18O</td>
<td>3160</td>
<td>Roberts et al. 2008</td>
</tr>
<tr>
<td>133</td>
<td>Lk Frasmo, Italy</td>
<td>δ18O</td>
<td>none</td>
<td>Roberts et al. 2008</td>
</tr>
<tr>
<td>134</td>
<td>Li Gökhisar, Turkey</td>
<td>δ18O</td>
<td>3070</td>
<td>Roberts et al. 2011</td>
</tr>
</tbody>
</table>

The simulation is started at 9500 sim BC. All of the 685 biogeographically defined regions are initially set with farming activity at 4% and established agropastoral communities at 25%, what represents a low density Mesolithic technology population and a broad spectrum foraging lifestyle with low unintentional farming activity. We define a local population as Neolithic when the share of agropastoralists is larger than the share of foragers—regardless of its technology, economic diversity, or population density (Figure 2). Experiments are performed with different impact strength (f) of extreme events on land utility to assess climate related sensitivities; here we compare the simulation without climate events (f = 0%) to simulations where the utility reduction was f = 10% to 100%; results are shown for f = 40%, a value that represents a moderate but not excessive impact.

2.3. Reference data

Our reference is a sub-set of the comprehensive data collection by Pinhasi et al. (2005), who used site data provided by the United Kingdom Archaeology Data Service, the Central Anatolian Neolithic e-Workshop (CANEW), the radiocarbon CONTEXT database, and the Radiokar- boudaten Online (RADON) database. In their compilation, Pinhasi et al. included only sites with small dating uncertainty (≤ 200 a) and report dates based on calibration of original 14C measurements with CalPal 2004. The data set contains dates distributed across Western Eurasia and was recommended by its authors for comparison with simulation studies (see Figure 3 for dates and locations). For numerical comparison with the simulation, we calculate the timing of the Neolithic onset from the radiocarbon date of all sites located within each simulation region. As there is no standard procedure for calculating such an area-
averaged onset (Müller, 2000), we us the average date.

3. Results

In the reference GLUES simulation including climate variability, farming originates in the Fertile Crescent and southeast Europe in the 7th millennium sim BC and penetrates into Europe in a northwest direction (Figure 3). By 3500 sim BC all of continental Europe has converted to farming as the predominant subsistence style.

3.1. Expansion of agropastoralism

The initial development progresses slowly and at a low level. It begins during the 67th century sim BC in the Levant and Greece, followed by the central Balkan (66th century). From these centers, farming spreads to the western Black Sea coast during the 62nd century, and is present throughout the entire Balkan, Anatolia, and Mesopotamia by the 59th century. In these areas, the northward spread of farming stagnates, while farming activity intensifies up to the 56th century on the Balkan, and while farming expands to Italy and the eastern Black Sea coast.

From the 55th to the 59th century sim BC, a rapid expansion through central Europe—or what is archaeologically seen as the Linearbandkeramik area—is simulated, such that farming is the major subsistence style throughout central and southeastern Europe, including the northern Black Sea coast. From the 46th century, farming emerges along the Baltic Sea coast, and has become the dominant subsistence style throughout the North European plains, Poland, and Denmark by the 42nd century. In France and England, first farming is evident from the 39th century.

Independently, farming also originates in North Africa at the Gibraltar Strait in the 61st century sim BC, from where it spreads into Morocco and the Iberian peninsula, penetrating southern Spain and Morocco by the 54th century. The expansion into northern Iberia stagnates until the 49th century; and slowly connects along the Mediterranean coast to the Fertile Crescent expansion branch by the 46th century. All of the Iberian peninsula has converted to farming by the 42nd century. By the 34th century, all of continental western Eurasia and England rely almost exclusively on farming. An animation showing the expansion of agriculture into Europe is shown as a supplementary Movie S1.

While the simulation captures the eastern route of the Neolithic into Europe (via Greece, the Balkan, Hungary, then north- and westward, see Rasse 2008 for an overview of routes) quite well, it fails to simulate the Mediterranean route (Cyprus, Sicily, French coast, then northward); this was attributed by Lemmen et al. (2011) to the lack of sea transport in the current model. A western route into Europe is suggested by the model emanating from the Strait of Gibraltar; apart from some zooarchaeological evidence (Anderung et al., 2005), this route has not been confirmed by archaeology (Gronenborn, 2009; Rasse, 2008).

The regional timing of agropastoralism is contrasted with the median radiocarbon dates of Neolithic sites compiled by Pinhasi et al. (2005) (Figure 3). From this synoptic, time-integrated perspective, the simulated centers of agropastoralism in the Fertile Crescent, in northern Greece and at the Strait of Gibraltar are evident, as well as the southeast to northwest temporal gradient of the Neolithic transition. The general pattern of the simulated transition resembles the pattern that can be seen from the radiocarbon dates; locally, many dates deviate from the large-scale simulation or disagree with each other within a simulation region.

Overall, the model skill visualized in Figure 4 indicates that recorded variability both between and within European regions can be sufficiently well reproduced by the combination of migration and endogenous dynamics as formulated in GLUES. There is a significant correlation between the hindcasted onsets and the reconstructed onset in both the simulation with and without climate events (r^2 = .37, r^2 = .43, n = 39, p > .99, respectively). The simulation with climate events hindcasts the onset for most regions 162 years later than the average reconstructed onset; the mean model bias is ≈ 400 ± 1000 years; the difference to the simulation without climate events (median onset 282 years earlier than the reconstruction) is statistically not significant.

On average, climate events delay the onset by 461 ± 179 years. Small delays (minimum 65 years) occur in regions where climate events are temporally separated from the transition, while long delays (maximum 1150 years) occur in regions where several climate events occur shortly before and in the initial phase of the transition. Climate events during the transition tend to prolong the duration of the transition by 50–100 years but this trend is not statistically significant.

4. Discussion

4.1. Stagnation lines in model and archaeological evidence

The Global Land Use and technological Evolution Simulator is able to hindcast a realistic spatiotemporal pattern of the introduction of farming and herding into Europe between 7000 and 3500 sim BC. Simulated transitions towards agropastoralism compare well to a large dataset of radiocarbon dated Neolithic sites. In the simulation, as well as in the data, agropastoralism did not expand uniformly, but rather in periods of rapid spread interrupted by periods of spatial stagnation—but local intensification. This rapid Neolithization, for example, applies to the expansion from Greece to the central Balkan in the 67th century sim BC, which is followed by a 400 a period of relative stagnation. A very similar pattern is hindcasted for
Figure 3: Timing of the transition to agropastoralism in Western Eurasia. The simulated transition (background pastel shading) is contrasted with the radiocarbon ages of Neolithic sites from Pinhasi et al. (2005, solid color triangles). Bold lines indicate regional stagnation periods where the onset lag between neighboring regions is at least 500 years.
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Dispersal models of the European Neolithic create spatial structure in the simulated Neolithization pattern from geographic and topographic constraints (e.g. Davison et al., 2006; Ackland et al., 2007; Galeta et al., 2011). We add to this infrequent climate excursions emerging as sudden decreases of the natural productivity and diffusion rates of traits and people. This diffusion not only depends on the topography and geography, but again on (simulated) people and their technology. Compared to those dispersal studies, our model draws a more heterogeneous picture of the regional transitions to agriculture; it is the only model which is capable of representing stagnations in the expansion. We are thus one step further in establishing a simulation of the deterministic pattern of the Neolithic in Europe. Where this deterministic pattern fails to reproduce archaeological information, we can in the future more precisely identify times and regions where human agency

the Pyrenees, and divide the southern from the northern Iberian peninsula.

These stagnation periods were archaeologically recognized in Guilaine’s (2003) ‘hypothèse arythmique’. Based on this hypothesis, Rasse (2008) identified stagnation lines by analyzing isolines in the European Neolithic radiocarbon record: he also found long duration stagnation lines running through Iberia and the Pyrenees, and one crossing Anatolia; shorter stagnation lines were identified in Greece, one bisecting the Balkan, another running along the Carpathian mountains, and one along the Alps. Extending the earlier work, Schier (2009) emphasized a major stagnation line along the northern edge of the European loess belt, separating the Linearbandkeramik and Funnelbeaker cultures between 5100 and 4400 cal BC.

Figure 4: Reconstructed timing of agropastoralism versus simulated onset using a constant or a fluctuating climate forcing (grey and black circles, respectively). The lower left cluster of outliers represents Fertile Crescent and Anatolian founder regions.

the Linearbandkeramik-like Neolithization in the 55th and 54th century cal BC, and for the relative stagnation before the onset of a Funnelbeaker-like cultural complex further north, in the 49th to 46th century. Other stagnation lines identified in the model occur around the Levant and along
played a dominant role.

Before the discrepancies can be exploited scientifically, several caveats about the simulation have to be considered: (1) the model deviation is larger than the uncertainty associated with radiocarbon dates for most sites. (2) each simulation region covers a large area which cannot be fully represented by individual sites, such that the scale difference introduces an additional comparison uncertainty; (3) there is a a spatial bias in the data: the number of sites per simulation region varies, and there is good coverage along the transect from the Levant to northwestern Europe, but few or no information on eastern Europe, on the Iberian peninsula, and in North Africa.

4.2. Role of climate events

Reconstructed climate events episodically depressed population density and to a lesser extent technological stages. The impact of events on the timing of the Neolithic simulation is largest whenever they occurred before or during the first stage (between 10–50% agropastoralists) of a local transition: In 29 regions (out of the 53 simulation regions in Europe), a climate event occurred during the transition. On average, the transition was delayed by 50–100 years (w.r.t. a simulation without events). In three cases, a regionally emerging agropastoral life style reverted back to hunting and gathering during a climate event.

Not everywhere, however, where a climate event coincides with the transition, there is a delay; and vice versa, there are delays in regions which did not experience climate events during the transition to agriculture, such as in most parts of western central Europe. All individual regions are closely connected by neighbor and remote trade relations: impacts, such as those of climate events, may have had far-reaching consequences beyond the locally affected region (Weninger et al., 2005).

As evident from comparing this study with the one by Lemmen et al. (2011), climate fluctuations hindered the development in Greece and the Balkan (which is now more realistic), while the temporal gaps between the central Balkan, the Linearbandkeramik culture, and the Funnelbeaker regions become more pronounced, which is also more consistent with archaeological evidence (Pinhasi et al., 2005; Barker, 2006; Schier, 2009). Compared to the field evidence, the simulation shown here is too late in reproducing the transition to farming in France. Though migration is not enhanced by climatic triggers in continental Europe, it does increase so for Great Britain, where the transition occurs as early as France thanks to increased immigration.

The differences we obtain between simulated timing and the radiocarbon age of related sites (Figures 3) indicate a partial improvement over the simulation without climate events shown by Lemmen et al. (2011): the overall bias of the simulation increased slightly (the event forcing led to an overall delay of the onset), but the variability in the data could be redrawn more precisely. Despite the non-significant regressions between reconstructed and hindcasted onsets and durations of the Neolithic, the scatter alignment is close to the 1:1 line—apart from a bias in the onset hindcasts for the Levante regions (Figure 4); neither regionally clumped chronologies nor model assumptions can be expected to be quantitatively precise.

Overall, uncertainties in the simulated timing, the radiocarbon dates, and in the regional up-scaling are yet so large, that the differences between the simulation with and without climate events are not statistically significant for Europe. Yet, the reconstruction of climate events improved the hindcasted Neolithic transition, both in timing and regional transition durations. On the one hand, this points to an effective albeit limited sensitivity of societal dynamics to environmental shifts. On the other hand, this result supports the notion of a large resilience of cultures, just like Grosman (2003) found for the Late Natufians. Agency, the capacity of cultural complexes to adapt and preserve their life-styles still appears as the dominant model for understanding past human ecodynamics.

This short paper is only a start in the direction of tackling the climate-culture link on large scales, and it gives a perspective of what could be achieved by bringing paleoclimate data, cultural modeling, and chronologies together. The idealization of climate events we present here needs to be discussed and evaluated further, likewise the (few) assumptions made by the model. In this attempt, the increasing availability of local chronologies will stimulate regional-scale simulation studies for Europe and other continents.

5. Conclusion

We presented a spatially explicit mathematical model of the Neolithization of western Eurasia from 7000 BC to 3500 BC. Our model incorporates endogenous sociotechnological dynamics, as represented by the adaptation of characteristic population traits and their interaction with demographics and changing environments. The simulation improved in hindcasting the Neolithic expansion after integrating quasi-realistic climate events, especially with regard to stagnation phases visible also in field data. This outcome helps to confine the relevance of climate variability in influencing past human ecodynamics and suggests a dominance of endogenous over exogenous control factors.

Acknowledgments

We acknowledge the financial support for C.L. by the German National Science Foundation (DFG priority project Interdynamik 1266), and for both authors by the PACES programme of the Helmholtz society (HGF). We thank the editor and anonymous reviewer for thoughtful comments on an earlier version of this manuscript. This work would not be possible without the many data contributors who made their data publicly available or provided it to us for analysis, thank you.
Supporting material
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1. Supplementary information on GLUES

The Global Land Use and technological Evolution Simulator (GLUES, Wirtz and Lemmen, 2003; Lemmen, 2010; Lemmen and Wirtz, 2010) mathematically resolves the dynamics of human populations and their characteristic sociocultural traits in the context of a changing biogeographical environment. A local sociocultural coevolution is described by changes in mean population density (P), technology (T), share of agropastoral activities (Q), and economic diversity (N), within a simulation region of approximately country-size extent (Figure 1 of main manuscript). Each region’s population utilises its natural resources, which are described by environmental utility (FEP) and climate constraints (TLI). While the mathematical implementation is summarised in its entirety from Wirtz and Lemmen (2003), the reader is advised to refer to the original manuscript for detailed motivation for each model assumption.

1.1. Characteristic trait dynamics

For pre-industrial human societies, Wirtz and Lemmen (2003) defined three characteristic traits X ∈ {T, Q, N}:

1. Technology (T) is a trait which describes the efficiency of food procurement related to both foraging and farming.
2. A second model variable (Q) describes the allocation of energy, time, or manpower to agropastoralism.
3. Economic diversity (N), resolves the number of different economies in the agropastoral sector which are available to a region’s population.

The evolution of each of these traits (X) follows the direction of increased benefit for success (i.e., growth benefit ∂r/∂X) of its associated population; this concept had been derived for genetic traits in the works of Fisher (1930), and more recently by Metz and colleagues (e.g. Kisdi and Geritz, 2010) as adaptive dynamics (AD). In AD, the population averaged value of a trait changes at a rate which is proportional to the gradient of the fitness function, evaluated at the mean trait value:

\[
\frac{dX}{dt} = \delta_X \frac{\partial r}{\partial X}, \quad X \in \{T, Q, N\},
\]  

where \(\delta_X\) is the so-called flexibility for trait \(X\) and is often given by the variance of \(X\); \(r\) denotes the relative growth rate of the population, i.e. \(r = (dP/dt)/P\).

1.2. Productivity and growth

The Neolithic transition is characterised by changes in subsistence intensity (SI). Subsistence intensity describes a community’s effectiveness in generating consumable food and secondary products; this can be achieved based on an agricultural (with fractional activity Q) and a hunting-gathering life style (with fractional activity 1 – Q). SI is dimensionless and scaled such that a value of unity expresses the mean subsistence intensity of a hunter-gatherer society equipped with tools typical for the mature Mesolithic and living in an affluent natural environment.

\[
SI = (1 – Q) \cdot \sqrt{T} + Q \cdot N \cdot T \cdot TLI
\]  

The agricultural part of SI increases linearly with N and with T: The more economies (N) there are, the better are sub-regional scaled niches utilised and the more reliable returns are generated when annual weather conditions are variable; the higher the technology level (T), the better the efficiency of using natural resources (by definition of T). While a variety of techniques can steeply increase harvests of domesticated species, analogous benefits for foraging productivity are less pronounced and justify a less than linear dependence of the hunting-gathering calorie procurement on T. We use a square root formulation, which satisfies \(\sqrt{T} < T\) since T is generally larger than unity.

We introduce an additional temperature constraint (TLI) on agricultural productivity which considers that cold temperature could only moderately be overcome by Neolithic technologies. This limitation is unity at low latitudes and approaches zero at permafrost conditions.

The domestication process is represented by N, which is the number of realised agropastoral economies. We link N to natural resources by expressing it as the fraction \(f\) of potentially available economies (PAE) by specifying \(N = f \cdot PAE\), where the latter corresponds to the richness in domesticable animal or plant species within a specific region.

1.3. Food productivity and human growth rate

The growth rate \(r\) of a regional population relative to its size is mainly controlled by its subsistence intensity SI:
with growth rate parameters $\mu$ and $\rho$. The subsistence intensity’s contribution to growth is modulated by environmental utility ($FEP$), societal impacts on the environment ($-\gamma \sqrt{TP}$), and organisational losses within a society $(1-\omega T)$. As technology advances, more and more people neither farm nor hunt: Construction, maintenance, administration draw a small fraction $\omega$ of the workforce away from food-production. The impact on the environment is modelled as a function of population density and technology (IPAT, Ehrlich and Holdren, 1971) on the utility of the environment ($FEP$, see next section). The loss term is mediated by technologies ($T$, with $T_{in} = 12$), which mitigate, for example, losses due to disease. The implementation of the loss term differs from the originally inverse formulation by Wirtz and Lemmen (2003, $-\rho \rho_T$), but is numerically simpler and phenologically similar.

1.4. Region definition

GLUES operates on a set of regions which, in turn, are defined on a high resolution ($0.5^\circ \times 0.5^\circ$) grid. The region definition is implemented as a Cellular Automaton (CA), and resembles the application of a spatial low-pass filter to the grid. The CA formalism facilitates a dynamisation of region boundaries in future model applications. The CA aims at describing the organisation of local Mesolithic and Neolithic populations as cultural complexes that share common traits across larger spatial scales. The algorithm combines single adjacent cells into a cluster (region), starting from a distribution where each cell forms an individual cluster. The CA iteratively computes the similarity in geographical characteristics between neighbour cells. Similarity is defined as the sum of absolute and normalised differences in discriminating local properties (NPP and growing degree days). The similarities to all neighbour cells are weighted by a factor $A_i/(A_i + A_T)$ where $A$ denotes the area of the adjacent cluster and $A_T$ a predefined target cluster size. The neighbour cell with maximal area weighted similarity then inherits cluster membership to the original cell. Cells that together with similar neighbours already form a cluster, usually do not change membership, while cells with a regionally anomalous biogeography become part of a new cluster. As a result, larger clusters incorporate cells at their boundary in relation to their own size and biogeographical similarity. The cluster distribution reaches a steady state when most cells are organised in clusters of relatively large cell number ($A > 2A_T$). Small clusters below the threshold size $A_T$ may, however, persist depending on the topography and the choice of $A_T$; these are attached to one of the adjacent cluster regions using the area weighted similarity computed at the cluster scale.

1.5. Coupling to biogeography

We reconstruct past distributions of net primary production (NPP) using a global climate model coupled to a vegetation module. From Climber-2 (Claussen and Brozkin, 1999) temperature ($t$) and precipitation ($p$) anomalies on the IIASA climatological database (Lemmens and Cramer, 1991) we calculated NPP following Lieth (1975, Miami model):

$$\text{NPP}_p = \left(1 - e^{-0.664 p/m} \right) \frac{1460 g}{m^2 a}$$

$$\text{NPP}_t = \left(1 + 3.7248 e^{-0.119 t/\circ C} \right)^{-1} \frac{1460 g}{m^2 a}$$

$$\text{NPP} = \min (\text{NPP}_p, \text{NPP}_t)$$

(4)

Local food extraction potential (FEP) represents the utility of a multidimensional environment for food production; this FEP generally increases with NPP; at very high (i.e. tropical) NPP, it decreases because the amount of non-usable biomass rises (Bloom et al., 1998) and the crop yield declines (Galup and Sachs, 2000). We choose $\text{NPP}_F = 1100 \text{ gm}^{-2} \text{ a}^{-1}$ to describe the productivity where FEP is highest and derive FEP as follows:

$$\text{FEP} = \frac{2 \text{NPP}}{(\text{NPP})^2 + 1}$$

(5)

According to Braidwood and Braidwood (1949)’s hilly flanks hypothesis, potential domesticates were most abundant in open woodlands, which are characterised by low to moderate NPP; we accordingly use a monomodal transfer function to calculated the relative local potential for agropastoral economies (LAE), with a maximum at $\text{NPP}_N = 550 \text{ gm}^{-2} \text{ a}^{-1}$.

$$\text{LAE} = \text{TLI} \cdot \frac{4 \text{NPP}}{(\text{NPP})^2 + 3}$$

(6)

Temperature limitation is included in the calculation of LAE because cold-adapted plants do generally not carry usable large seeds, fruits or tubers.

Following the concept of, for example, Gaston (2000) for the connection of species richness on two different spatial scales, we connect the relative local potential (LAE) with the continental potential for agropastoral economies (CAE) to obtain an absolute local potential for agriculture (PAE); this way, we also account for continental aggregation area-biodiversity relationships. Let $i$ denote a region index and $I_k$ the set of regions on continent $k$. Then

$$\text{PAE}_i = \text{LAE}_i \cdot \text{CAE}_k \quad \text{for} \quad i \in I_k$$

(7)

As continents, we consider seven ($k \in \{1 \ldots 7\}$) large biogeographic units: Australia, Subsaharan Africa, Eurasia including North Africa, North America, South America, Greenland, and one unit consisting of all large islands. To obtain CAE$_k$, we calculate a weighted sum of all LAE with region area $A_i$ on continent $k$, and scale with the values for the largest continent (Eurasia) where CAE$_k = \text{CAE}_{\text{max}}$ and $A_k = A_{\text{max}}$. The consideration of
region areas $A_i$ represents a linearised species-area relationship (Begon et al., 1993).

$$CAE_k = CAE_{\text{max}} \cdot A_i^{-1} \cdot \sum_{i \in I_k} (A_i \cdot \text{LAE}_i).$$ (8)

1.6. Interregional exchange

Exchange between region $i$ and its neighbour $j$ in the neighbourhood $N_i$ comprises communication, trade, colonisation, warfare, migration of individuals or entire populations. We use the concept of influence by Renfrew and Level (1979), defined by us as the product of $P$ and $T$ to reflect imbalances in population pressure and disparate technologies. Influence differences relative to the spatial average $\langle T \cdot P \rangle_{ij}$ act as a driving force $f_{ij}$ for exchange.

The flux $f_{ij}$ is formulated as a first order relaxation (e.g. Wang and van Cappellen, 1996) and depends on (1) the influence difference, (2) common boundary length $L_{ij}$ of the two regions, (3) the distance of their centres $\sqrt{A_i A_j}$, and (4) exchange coefficients for spread with people $\sigma_P$ and without $\sigma_T$.

$$f_{ij} = \sigma_P \cdot T \cdot \frac{L_{ij}}{\sqrt{A_i A_j}} \cdot (\langle T \cdot P \rangle_{ij} - T_i P_i)$$ (9)

Whenever there is a positive flux $f_{ij} > 0$, trait value differences in traits $T$ and $N$ from its neighbourhood $N_i$ are added to region $i$’s traits:

$$\frac{dX_i}{dt} \bigg|_T = \sum_{j \in N_i, f_{ij} > 0} f_{ij} \cdot (X_j - X_i)$$ (10)

Population diffusion is mass-conserving and is composed of immigration ($f_{ij} > 0$) and emigration ($f_{ij} < 0$) of individuals or groups.

$$\frac{dP_i}{dt} \bigg|_P = \sum_{j \in N_i, f_{ij} > 0} f_{ij} P_j \frac{A_j}{A_i} - \sum_{j \in N_i, f_{ij} < 0} f_{ij} P_i$$ (11)

With immigrating people, the characteristic traits of the migrants are carried over to the receiving region:

$$\frac{dX_i}{dt} \bigg|_P = \sum_{j \in N_i, f_{ij} > 0} f_{ij} X_j \frac{P_j A_j}{P_i A_i}$$ (12)

1.7. Cultural memory loss

When population declines, a cultural loss (loss of technology and applied economies) is imposed on a regional society. This loss is described by Lemmen (2010) and formulated as

$$\frac{dX_i}{dt} \bigg|_{\text{crisis}} = \beta \cdot r \cdot X$$ (13)

Where $\beta$ describes the percentage of knowledge loss at a given relative loss in population number. In this study, we set $\beta = 0.8$
Table 1: Table of palaeoclimate time series, of which 122 were analysed by Wirtz et al. (2010, their Table 2). Abbreviations: Lk=Cave, CV=Cave, LG=lithic grains, SST=sea surface temperature, T=temperature, T7=July temperature, P=precipitation, GSD=grayscale density, HSG=hematite stained glass, SS=sea surface salinity, E=effective, LG=light grains, Nitz=Nitzschia, Ozean=Ozeanica, Ti=Ti content.

<table>
<thead>
<tr>
<th>Site</th>
<th>Proxy</th>
<th>Events (cal BC)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>NW Alaska</td>
<td>Mg/Ca T</td>
<td>7370/6530</td>
<td>Hu et al. 1998</td>
</tr>
<tr>
<td>NW Pacific</td>
<td>δ18O</td>
<td>none</td>
<td>Oba and Murayama 2004</td>
</tr>
<tr>
<td>Oman Lk, CA</td>
<td>δ18O</td>
<td>9180</td>
<td>Benson et al. 2002</td>
</tr>
<tr>
<td>E California</td>
<td>P</td>
<td>6910/6390</td>
<td>Hughes and Graumlich 1996</td>
</tr>
<tr>
<td>W Canada</td>
<td>Density</td>
<td>6950/6280</td>
<td>Yu 2003</td>
</tr>
<tr>
<td>S California</td>
<td>Moisture</td>
<td>5850</td>
<td>Davis 1992</td>
</tr>
<tr>
<td>Moon Lk, ND</td>
<td>Salinity</td>
<td>none</td>
<td>Laird et al. 1996</td>
</tr>
<tr>
<td>Kibb, MN</td>
<td>Charcoal</td>
<td>3010</td>
<td>Camill et al. 2003</td>
</tr>
<tr>
<td>Sharkey, MN</td>
<td>Charcoal</td>
<td>3970</td>
<td>Camill et al. 2003</td>
</tr>
<tr>
<td>NC America</td>
<td>δ18O</td>
<td>7540/6380</td>
<td>Denton et al. 1999</td>
</tr>
<tr>
<td>1 NW Alaska Mg/Ca T</td>
<td>7370/6530</td>
<td>Hu et al. 1998</td>
<td></td>
</tr>
<tr>
<td>NW Pacific</td>
<td>δ18O</td>
<td>none</td>
<td>Oba and Murayama 2004</td>
</tr>
<tr>
<td>Oman Lk, CA</td>
<td>δ18O</td>
<td>9180</td>
<td>Benson et al. 2002</td>
</tr>
<tr>
<td>E California</td>
<td>P</td>
<td>6910/6390</td>
<td>Hughes and Graumlich 1996</td>
</tr>
<tr>
<td>W Canada</td>
<td>Density</td>
<td>6950/6280</td>
<td>Yu 2003</td>
</tr>
<tr>
<td>S California</td>
<td>Moisture</td>
<td>5850</td>
<td>Davis 1992</td>
</tr>
<tr>
<td>Moon Lk, ND</td>
<td>Salinity</td>
<td>none</td>
<td>Laird et al. 1996</td>
</tr>
<tr>
<td>Kibb, MN</td>
<td>Charcoal</td>
<td>3010</td>
<td>Camill et al. 2003</td>
</tr>
<tr>
<td>Sharkey, MN</td>
<td>Charcoal</td>
<td>3970</td>
<td>Camill et al. 2003</td>
</tr>
<tr>
<td>NC America</td>
<td>δ18O</td>
<td>7540/6380</td>
<td>Denton et al. 1999</td>
</tr>
<tr>
<td>1 NW Alaska Mg/Ca T</td>
<td>7370/6530</td>
<td>Hu et al. 1998</td>
<td></td>
</tr>
<tr>
<td>NW Pacific</td>
<td>δ18O</td>
<td>none</td>
<td>Oba and Murayama 2004</td>
</tr>
<tr>
<td>Oman Lk, CA</td>
<td>δ18O</td>
<td>9180</td>
<td>Benson et al. 2002</td>
</tr>
<tr>
<td>E California</td>
<td>P</td>
<td>6910/6390</td>
<td>Hughes and Graumlich 1996</td>
</tr>
<tr>
<td>W Canada</td>
<td>Density</td>
<td>6950/6280</td>
<td>Yu 2003</td>
</tr>
<tr>
<td>S California</td>
<td>Moisture</td>
<td>5850</td>
<td>Davis 1992</td>
</tr>
<tr>
<td>Moon Lk, ND</td>
<td>Salinity</td>
<td>none</td>
<td>Laird et al. 1996</td>
</tr>
<tr>
<td>Kibb, MN</td>
<td>Charcoal</td>
<td>3010</td>
<td>Camill et al. 2003</td>
</tr>
<tr>
<td>Sharkey, MN</td>
<td>Charcoal</td>
<td>3970</td>
<td>Camill et al. 2003</td>
</tr>
<tr>
<td>NC America</td>
<td>δ18O</td>
<td>7540/6380</td>
<td>Denton et al. 1999</td>
</tr>
<tr>
<td>1 NW Alaska Mg/Ca T</td>
<td>7370/6530</td>
<td>Hu et al. 1998</td>
<td></td>
</tr>
<tr>
<td>NW Pacific</td>
<td>δ18O</td>
<td>none</td>
<td>Oba and Murayama 2004</td>
</tr>
<tr>
<td>Oman Lk, CA</td>
<td>δ18O</td>
<td>9180</td>
<td>Benson et al. 2002</td>
</tr>
<tr>
<td>E California</td>
<td>P</td>
<td>6910/6390</td>
<td>Hughes and Graumlich 1996</td>
</tr>
<tr>
<td>W Canada</td>
<td>Density</td>
<td>6950/6280</td>
<td>Yu 2003</td>
</tr>
<tr>
<td>S California</td>
<td>Moisture</td>
<td>5850</td>
<td>Davis 1992</td>
</tr>
<tr>
<td>Moon Lk, ND</td>
<td>Salinity</td>
<td>none</td>
<td>Laird et al. 1996</td>
</tr>
<tr>
<td>Kibb, MN</td>
<td>Charcoal</td>
<td>3010</td>
<td>Camill et al. 2003</td>
</tr>
<tr>
<td>Sharkey, MN</td>
<td>Charcoal</td>
<td>3970</td>
<td>Camill et al. 2003</td>
</tr>
<tr>
<td>NC America</td>
<td>δ18O</td>
<td>7540/6380</td>
<td>Denton et al. 1999</td>
</tr>
<tr>
<td>1 NW Alaska Mg/Ca T</td>
<td>7370/6530</td>
<td>Hu et al. 1998</td>
<td></td>
</tr>
<tr>
<td>NW Pacific</td>
<td>δ18O</td>
<td>none</td>
<td>Oba and Murayama 2004</td>
</tr>
<tr>
<td>Oman Lk, CA</td>
<td>δ18O</td>
<td>9180</td>
<td>Benson et al. 2002</td>
</tr>
<tr>
<td>E California</td>
<td>P</td>
<td>6910/6390</td>
<td>Hughes and Graumlich 1996</td>
</tr>
<tr>
<td>W Canada</td>
<td>Density</td>
<td>6950/6280</td>
<td>Yu 2003</td>
</tr>
<tr>
<td>S California</td>
<td>Moisture</td>
<td>5850</td>
<td>Davis 1992</td>
</tr>
<tr>
<td>Moon Lk, ND</td>
<td>Salinity</td>
<td>none</td>
<td>Laird et al. 1996</td>
</tr>
<tr>
<td>Kibb, MN</td>
<td>Charcoal</td>
<td>3010</td>
<td>Camill et al. 2003</td>
</tr>
<tr>
<td>Sharkey, MN</td>
<td>Charcoal</td>
<td>3970</td>
<td>Camill et al. 2003</td>
</tr>
<tr>
<td>NC America</td>
<td>δ18O</td>
<td>7540/6380</td>
<td>Denton et al. 1999</td>
</tr>
<tr>
<td>1 NW Alaska Mg/Ca T</td>
<td>7370/6530</td>
<td>Hu et al. 1998</td>
<td></td>
</tr>
<tr>
<td>NW Pacific</td>
<td>δ18O</td>
<td>none</td>
<td>Oba and Murayama 2004</td>
</tr>
<tr>
<td>Oman Lk, CA</td>
<td>δ18O</td>
<td>9180</td>
<td>Benson et al. 2002</td>
</tr>
<tr>
<td>E California</td>
<td>P</td>
<td>6910/6390</td>
<td>Hughes and Graumlich 1996</td>
</tr>
<tr>
<td>W Canada</td>
<td>Density</td>
<td>6950/6280</td>
<td>Yu 2003</td>
</tr>
<tr>
<td>S California</td>
<td>Moisture</td>
<td>5850</td>
<td>Davis 1992</td>
</tr>
<tr>
<td>Moon Lk, ND</td>
<td>Salinity</td>
<td>none</td>
<td>Laird et al. 1996</td>
</tr>
<tr>
<td>Kibb, MN</td>
<td>Charcoal</td>
<td>3010</td>
<td>Camill et al. 2003</td>
</tr>
<tr>
<td>Sharkey, MN</td>
<td>Charcoal</td>
<td>3970</td>
<td>Camill et al. 2003</td>
</tr>
<tr>
<td>NC America</td>
<td>δ18O</td>
<td>7540/6380</td>
<td>Denton et al. 1999</td>
</tr>
</tbody>
</table>
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