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Abstract

It is a common practice to predict fatigue crack propagation rates for specimens containing residual stresses using the weight function or finite element method. Due to combined applied load and internal residual stresses, the stress intensity factor $K_{\text{tot}}$ at the crack tip is calculated and used to predict the resulting fatigue crack propagation rates in conjunction with empirical crack growth laws. The calculation of $K_{\text{tot}}$ normally implies pure linear elastic behaviour and the validity of the superposition law. For cracks growing through areas of high compressive residual stresses and subsequent transition areas from compressive to tensile residual stresses, this assumption is not necessarily valid. In this case the definition of non-linear contact conditions on the crack faces becomes necessary to describe the problem in a physically sound way. The presented study discusses the resulting differences in the prediction results for the case of an aluminium C(T)100 specimen containing a residual stress pattern typically found after welding processes.
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Nomenclature

\( C \)  Material constant of the Walker equation
\( E \)  Young’s modulus
\( E_{\varepsilon, \text{norm}} \) Normalised stored strain energy
\( F_{\text{max}} \) Maximum applied load of a load cycle
\( F_{\text{min}} \) Minimum applied load of a load cycle
\( G_{\text{tot}} \) Total energy release rate
\( K_{\text{appl}} \) Stress intensity factor due to applied load
\( K_{\text{res}} \) Stress intensity factor due to internal residual stresses
\( K_{\text{tot}} \) Total stress intensity factor due to the combination of applied load and internal residual stresses
\( N \) Number of load cycles
\( R_{\text{tot}} \) Total stress intensity ratio
\( \Delta K_{\text{tot}} \) Total stress intensity factor range
\( \Delta a \) Crack growth increment
\( da/dN \) Fatigue crack propagation rate
\( \nu \) Poisson’s ratio
\( \sigma_{yy} \) Stress component acting perpendicular to the crack growth direction
\( a \) Crack length
\( m \) Material constant of the Walker equation
\( n \) Material constant of the Walker equation
1. Introduction

Due to significant advantages regarding production costs, weight reduction and corrosion resistance, the use of advanced joining technologies, such as laser beam welding or friction stir welding, in the manufacture of metallic aircraft structures is increasing [1, 2]. During welding, high residual stresses are induced in the structures [3, 4], influencing the fatigue crack propagation behaviour significantly [5, 6]. In the design of such structures, the methodology of damage tolerance is applied, which, as one central element, implies the possibility of an accurate prediction of the fatigue crack propagation. Consequently, there is an increasing interest in prediction methodologies that also consider the influence of the welding-induced residual stresses. As the presence of residual stresses directly influences the observed stress intensity at the crack tip during cyclic loading, the general methodology to perform such predictions is well accepted [5–17] and consists of the following steps:

1. Calculation of the stress intensity factor $K_{\text{tot}}$ resulting from the combined applied load and residual stresses as a function of the crack length $a$.
2. Calculation of the corresponding total acting stress intensity factor range $\Delta K_{\text{tot}}$ and stress intensity factor ratio $R_{\text{tot}}$.
3. Prediction of the fatigue crack propagation rate $da/dN$ using $\Delta K_{\text{tot}}$ and $R_{\text{tot}}$ in empirical crack growth laws, such as the Walker equation.

However, for the calculation of $K_{\text{tot}}$, there are several different methods available, if only linear elastic material behaviour is considered. The two most popular ones are the analytical weight functions method (WFM) and the numerical finite element method (FEM). Both methods deliver similar results applied to the same problem, as demonstrated in [14] for the specific case of a crack growing in the residual tensile stress field of an aluminium alloy AA2024 weld.

The WFM has the advantage of delivering very fast predictions [7, 14, 17]. However, the knowledge of the weight functions corresponding to the used specimen geometry is mandatory for its use. The FEM can be applied directly to arbitrary geometries, and stress redistribution effects during crack growth are covered naturally without any additional effort [13, 18]. If linear elastic behaviour is assumed, for both WFM and FEM, the calculation of $K_{\text{tot}}$ can be derived by using the superposition principle as given in Eq. (1). Thus, the stress intensity created by the combination of two or more loads can be obtained by adding the independently calculated contribution of any individual load [7].

$$K_{\text{tot}} = K_{\text{res}} + K_{\text{appl}} \tag{1}$$

One calculation per crack length is then needed to find the stress intensity factor due to the residual stresses $K_{\text{res}}$ in the absence of external loads via WFM or FEM. Because the stress intensity due to the applied load $K_{\text{appl}}$ is often well known for standard geometries, e.g., in the form of handbook solutions, $K_{\text{tot}}$ can
be calculated for arbitrary load cases in a fast way using Eq. (1). This approach is very elegant and delivers results at minimum calculation costs. Even if an overlap of the crack faces occurs in the calculation of $K_{\text{res}}$, the calculated $K_{\text{tot}}$ using the superposition principle are still physically sound as long as the applied load is high enough that the crack faces are completely opened over the whole crack length under combined loading. However, for cracks located in high compressive residual stress fields, it is possible, that the crack faces in the calculations show an overlapping even under applied loading. A direct consequence is the possible appearance of negative $K_{\text{tot}}$.

The most simple and therefore commonly used approach to deal with negative $K_{\text{tot}}$ is to set them to zero during the following calculation steps [6, 7, 10, 16], as described later. Unfortunately, this course of action does not lead to a physically sound description of the problem. As stated by Parker [7], superposition of stress intensity contributions may produce physically unacceptable answers in that case. Irving et al. [6] noted that following this approach leads towards predicting the experimentally measured fatigue crack growth rates, but the agreement is not ideal.

For both WFM and FEM, it is also possible to implement real contact corrections. While iteratively additional contact forces can be introduced to suppress overlapping in the WFM [7, 15], a hard contact condition can be defined in FEM to prevent the interference of the crack faces [15, 19]. In both cases, non-linearities are introduced that do not allow the application of the superposition principle. Hence, it becomes mandatory to extract $K_{\text{tot}}$ directly from a model being simultaneously subjected to both the applied load and the residual stresses because, in this situation, the crack opening depends non-linearly on the applied load.

The work presented in this paper discusses the question of how large the resulting differences in the prediction results are, using the common approach of simply setting negative $K_{\text{tot}}$ to zero and introducing a realistic contact correction. To do so, FEM is used with and without hard contact definition on the crack faces to predict the fatigue crack propagation rates for an aluminium C(T)100 specimen, on which an assumed (virtual) welding residual stress profile was mapped.

2. Modelling approach

2.1. Prototype residual stress profile

To imitate a longitudinal residual stress profile as it is typically observed after aluminium butt joint welding [3], an analytical prototype residual stress profile [14, 17, 20], as given in Eq. (2), was used with the selected parameters values $\sigma_0 = 150$ MPa, $c_0 = 10$ mm and $x_0 = 50$ mm. For reference calculations without residual stresses, the parameter $\sigma_0$ was set to 0 MPa. Figure 1 shows the corresponding curves with residual stresses ("RS") and without residual stresses ("No RS").
\[
\sigma_{yy}(x) = \sigma_0 \left( 1 - \left[ \frac{x - x_0}{c_0} \right]^2 \right) \exp \left( \frac{1}{2} \left[ \frac{x - x_0}{c_0} \right]^2 \right)
\]  

(2)

In comparison with measured longitudinal stress profiles in real aluminium welds [3], the assumed stress peak amplitudes in tension and compression are in a realistic range, even though the shape of real stress profiles is more complex. The use of this simplified profile allows a comprehensive discussion of the impact of the simulation boundary conditions on the predicted crack propagation rates.

![Figure 1: Model distribution of a longitudinal welding residual stress profile "RS" (Eq. (2)) and the reference case without residual stresses "No RS".](image)

2.2. FE Model

A FE model representing a C(T)100 specimen that corresponds to the definitions in ASTM E647 [21], but with a thickness of only 5 mm, was built for use with the FE software Abaqus. To reduce the modelling effort, fixture holes and the starter notch were not explicitly modelled. The specimen was meshed with a constant element size.

A sketch of the built model is given in Figure 2. Table 1 provides the basic details of the FE model. A full three-dimensional model was chosen because the same model will be used in future studies for cases with stress variations in the thickness direction. All calculations were performed assuming linear elastic material properties corresponding to typical aluminium alloys. The applied boundary conditions are sketched in Fig. 2b. The displacement \( u \) for the node in the mid-thickness of the specimen at the centre of the lower fixture hole was constrained rigidly. For the corresponding node in the centre position of the upper fixture, \( u_x \) and \( u_z \) were blocked, allowing movement only in the \( y \) direction. To this single node, the external load \( F \) was applied. To prevent rigid body motion, the displacement in the \( z \) direction was blocked for a third
Table 1: Details of the built FE model.

<table>
<thead>
<tr>
<th>Property</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model dimensions</td>
<td>125 mm x 120 mm x 5 mm</td>
</tr>
<tr>
<td>Element edge lengths</td>
<td>1.25 mm x 1.25 mm x 1.25 mm</td>
</tr>
<tr>
<td>Number of elements</td>
<td>$\approx 38 \times 10^3$</td>
</tr>
<tr>
<td>Type of elements</td>
<td>C3D8 (ABAQUS)</td>
</tr>
<tr>
<td>Number of Nodes</td>
<td>$\approx 50 \times 10^3$</td>
</tr>
<tr>
<td>Degrees of freedom</td>
<td>$\approx 150 \times 10^3$</td>
</tr>
<tr>
<td>Young’s Modulus $E$</td>
<td>73 000 MPa</td>
</tr>
<tr>
<td>Poisson’s ratio $\nu$</td>
<td>0.33</td>
</tr>
<tr>
<td>Contact (when used)</td>
<td>hard contact</td>
</tr>
</tbody>
</table>

node lying on the symmetry plane of the specimen on the right boundary of the model, as marked in Fig. 2b.

![Figure 2: (a) Sketch of the C(T)100 specimen geometry with the orientation definitions used and (b) the calculated longitudinal stress $\sigma_{yy}$ for a model containing a crack and the mapped residual stresses under an applied load. In addition, the applied boundary conditions are sketched.](image)

The stress profile shown in Fig. 1 was mapped on the model as the stress component $\sigma_{yy}$ acting perpendicular to the crack growth direction and with no gradient through the thickness (plane stress condition). The non-equilibrium state that results from this procedure was allowed to reach the mechanical equilibrium in a first simulation step before the extraction of $K_{tot}$.

For the extraction of $K_{tot}$ for different crack lengths the model was incrementally cut open along the specified crack path, allowing the crack faces behind the crack tip to move independently, including opening and overlapping.

For the simulations without contact definition on the crack faces, the resulting model was used without further changes. For the simulations including contact, a hard contact condition was added between starter notch tip and crack tip to prevent an overlapping of the crack faces in this area. Since in real
specimens the starter notch is that wide that no contact can occur, no contact condition was added to the starter notch faces.

2.3. Calculation of $K_{tot}$

Using the Modified Virtual Crack Closure Technique (MVCCT), which is described in more detail for example in [13, 18], the total energy release rate $G_{tot}$ was extracted for each crack length using the specimen thickness $t$, the cutting forces $F_{cut}$ of the Crack Tip Nodes (CTN) and the displacements $u$ of the nodes located on the crack faces at a distance $\Delta a$ behind the crack tip in Eq. (3). The total stress intensity factor $K_{tot}$ can be calculated using $G_{tot}$ in Eq. (4), where $E$ is the Young’s Modulus and $\nu$ is the Poisson’s ratio. Equation (4) is based on the plane stress condition [13] and was extended by a distinction of cases to assure that crack face overlapping resulted in negative values of $K_{tot}$.

\[
G_{tot} = \sum_{CTN} F_{cut} \cdot u \cdot t \cdot \Delta a \tag{3}
\]

\[
K_{tot} = \begin{cases} 
-1 \cdot \sqrt{|G_{tot}| \cdot E}, & \text{if } F_{cut} < 0 \text{ and } u < 0 \\
1 \cdot \sqrt{G_{tot} \cdot E}, & \text{if } F_{cut} \geq 0 \text{ and } u \geq 0 \\
0, & \text{else}
\end{cases} \tag{4}
\]

A comparison of the numerically calculated stress intensity factor $K_{tot}$, for the reference model without residual stresses ("No RS"), and the handbook solution given in ASTM E647 ("Formula ASTM E647") [21], for the case of a constant applied load of $F = 4.10 \, \text{kN}$ and $20 \, \text{mm} < a < 80 \, \text{mm}$ gave a relative mean deviation of 3 % and a maximum deviation of 8 %.

To judge on the influence of the meshing on the calculated $K_{tot}$, a second model with a refined element edge length of 0.25 mm along the crack path was prepared and $K_{tot}$ was also extracted for this model. A comparison to the original results from the model with the element edge length of 1.25 mm showed a relative mean deviation of 0.3 % and a maximum deviation of 1 %. Hence, it can be concluded that using the element edge length of 1.25 mm is sufficient for reaching the desired accuracy of $K_{tot}$.

2.4. Calculation of $\Delta K_{tot}$, $R_{tot}$

The conditions at the crack tip under fatigue loading can be described using the total stress intensity factor range $\Delta K_{tot}$ and stress intensity factor ratio $R_{tot}$ caused by the cyclic loading. In the absence of negative $K_{tot}$, these two quantities can be defined as given in Eq. (5) and Eq. (6). Here, $F_{max}$ represents the maximum and $F_{min}$ the minimum applied load of a load cycle.

\[
\Delta K_{tot} = K_{tot}(F_{max}) - K_{tot}(F_{min}) \tag{5}
\]

\[
R_{tot} = \frac{K_{tot}(F_{min})}{K_{tot}(F_{max})} \tag{6}
\]
As discussed before, if crack face overlapping is allowed, negative $K_{\text{tot}}$ can also be observed in the calculations. The simplest way to resolve this scenario [6, 7] is a simple extension of the definitions of Eq. (5) and Eq. (6), as proposed by Parker [7] implying that $K_{\text{tot}}(F_{\text{max}})$ is always positive:

$$\Delta K_{\text{tot}} = \begin{cases} K_{\text{tot}}(F_{\text{max}}), & \text{if } K_{\text{tot}}(F_{\text{min}}) \leq 0 \\ K_{\text{tot}}(F_{\text{max}}) - K_{\text{tot}}(F_{\text{min}}), & \text{if } K_{\text{tot}}(F_{\text{min}}) > 0 \end{cases}$$ (7)

$$R_{\text{tot}} = \begin{cases} 0, & \text{if } K_{\text{tot}}(F_{\text{min}}) \leq 0 \\ \frac{K_{\text{tot}}(F_{\text{min}})}{K_{\text{tot}}(F_{\text{max}})}, & \text{if } K_{\text{tot}}(F_{\text{min}}) > 0 \end{cases}$$ (8)

The basic idea underlying Eq. (7) is that only that part of the fatigue cycle can contribute to the crack growth in which the crack faces are opened behind the crack tip. This corresponds to the situation in which the crack tip experiences a "tensile mode I" condition [10]. Following the same argument, $R_{\text{tot}}$ is also defined to be zero in Eq. (8) as long as the crack faces overlap under the minimum applied load. These definitions are the most simple and commonly used approach to deal with the occurrence of negative $K_{\text{tot}}$ during the calculations [6, 7, 10]. Hence, they are also used in this work for the calculations without contact definition on the crack faces.

2.5. Prediction of $\frac{da}{dN}$

Since the introduction of residual stresses can lead to changes of $K_{\text{tot}}$ and $R_{\text{tot}}$, an empirical crack growth law is needed for the prediction of the fatigue crack propagation rate $\frac{da}{dN}$, which is also sensitive to both $K_{\text{tot}}$ and $R_{\text{tot}}$. The Walker equation [22] given in Eq. (9) is the simplest empirical crack growth law to fulfil this demand [13]. Thus, it will be used in the later sections of this work with the material parameters $C = 4.8^{-11}$ m/cycle, $n = 3.2$ and $m = 0.6937$ of the aircraft aluminium alloy A2024-T351 taken from [13].

$$\frac{da}{dN} = C \left[ \Delta K_{\text{tot}} [1 - R_{\text{tot}}]^{m-1} \right]^{n}$$ (9)

2.6. Prediction of the crack length as a function of the loading cycles $a(N)$

The number of loading cycles $N$ until reaching a specific crack length $a$ can be obtained by the integration of the inverse of the predicted crack growth rates, which, in this case, is the Walker equation given in Eq. (9).

$$\int_{0}^{N} dN = \int_{0}^{a} \left( C \left[ \Delta K_{\text{tot}} [1 - R_{\text{tot}}]^{m-1} \right]^{n} \right)^{-1} da$$ (10)

The right-hand side of Eq. (10) can be evaluated by numerical integration using the corresponding calculated $\Delta K_{\text{tot}}$ and $R_{\text{tot}}$ as supporting points to obtain the function $N(a)$. Under the assumption that crack growth rates are always larger than zero, the inverse function exists and provides the desired crack length as a function of the number of loading cycles $a(N) = N(a)^{-1}$.  
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3. Results and Discussion

3.1. Simulation Cases

FE simulations were performed with a constant $\Delta K_{\text{appl}} = 20 \text{ MPa}\sqrt{\text{m}}$ and a constant $R_{\text{appl}} = 0$. Thus, the minimum applied external load during the load cycle was set to zero. The needed maximum applied load $F_{\text{appl}}(a)$ to reach constant $K_{\text{appl}}(F_{\text{appl}}) = 20 \text{ MPa}\sqrt{\text{m}}$ was recalculated for each crack length. The numerical simulations were performed for crack lengths $20 \text{ mm} \leq a \leq 80 \text{ mm}$ and the following cases:

- No residual stresses ("No RS")
- Residual stresses without contact definition on the crack faces ("RS & No Contact")
- Residual stresses with contact definition on the crack faces ("RS & Contact")

The crack growth increment $da$ lying between two calculation steps was equal to an element edge length along the crack path of 1.25 mm.

3.2. Calculation of $K_{\text{tot}}$

Figure 3 shows the initial residual stress profile (upper graph) and the resulting calculated $K_{\text{tot}}$ (middle graph). The evolution of the normalised total strain energy (lower graph) for the two simulation cases including residual stresses is needed for the discussion given later in section 3.3.

For the case "No RS" a constant $K_{\text{tot}}(F_{\text{appl}}) = 20 \text{ MPa}\sqrt{\text{m}}$ and a constant $K_{\text{tot}}(0 \text{ kN}) = 0 \text{ MPa}\sqrt{\text{m}}$ is calculated, indicating, that the recalculation of the $F_{\text{appl}}(a)$ was correct.

For the cases "RS & No Contact" and "RS & Contact" the calculation of $K_{\text{tot}}(F_{\text{appl}})$ leads to identical results, indicating that under the maximum applied load, the crack faces are completely open for any crack length $a$. Hence, there is no impact of the contact definition. The visible modulation of $K_{\text{tot}}(F_{\text{appl}})$ is caused by the residual stress field. As shown in Fig. 3, compressive residual stresses lead to a decrease of $K_{\text{tot}}(F_{\text{appl}})$ and tensile residual stresses increase $K_{\text{tot}}(F_{\text{appl}})$. Since the stress intensity factor is not governed by the stress state at the crack tip alone, but by the whole stress field acting on the crack faces, the modulation of $K_{\text{tot}}(F_{\text{appl}})$ follows the residual stress profile with a certain delay.

In the absence of a contact definition ("RS & No Contact"), the curve of $K_{\text{tot}}(0 \text{ kN})$ is simply shifted down by 20 MPa$\sqrt{\text{m}}$ with respect to the calculated $K_{\text{tot}}(F_{\text{appl}})$, proving that for this linear case the superposition principle is valid. The definition of contact on the crack faces ("RS & Contact") changes the behaviour essentially. While the crack tip is subjected to compressive residual stresses, the total stress intensity $K_{\text{tot}}(0 \text{ kN})$ is zero, showing that the crack faces at the crack tip are in contact. However, right after the crack tip enters the area of tensile residual stress, a positive stress intensity is observed. In
Figure 3: Mapped initial residual stress profiles (top), calculated total stress intensity factor $K_{tot}$ (middle) and the normalised stored strain energy without applied load $E_{\epsilon, \text{norm}}(0 \text{ kN})$ (bottom).
the following, \( K_{\text{tot}}(0 \text{ kN}) \) increases quickly compared to the simulation without contact and reaches much higher values. The delay with which the stress profile is followed is substantially smaller.

Passing the second transition from tensile to compressive residual stresses at \( a = 60 \text{ mm} \), no substantial difference for \( K_{\text{tot}}(0 \text{ kN}) \) can be found when comparing the predictions with and without contact.

### 3.3. Energy based discussion of the observed differences with and without contact

The discussed differences of the extracted \( K_{\text{tot}}(0 \text{ kN}) \) for the simulation cases "RS & No Contact" and "RS & Contact" can be explained by comparing the evolution of the stored strain energy normalised to its initial value without crack and without applied load \( E_{\epsilon, \text{norm}}(0 \text{ kN}) \) shown in Fig. 3 (bottom).

For the model without contact definition, the strain energy is minimised by the overlap of the crack faces, leading to negative values of \( K_{\text{tot}}(0 \text{ kN}) \). Even when the crack tip is already subjected to tensile residual stresses, the crack faces remain overlapped because this state is still linked to the minimum of the strain energy.

In the simulation with contact only an opening of the crack faces but no overlapping of them is allowed. While the crack faces are completely subjected to compressive residual stresses the crack remains closed, resulting in a \( K_{\text{tot}}(0 \text{ kN}) \) of zero and a constant strain energy. However, as soon as the crack tip enters the area of tensile residual stresses, the crack faces can open partially at the crack tip and the strain energy drops.

In Fig. 4, this different behaviour in the crack opening is demonstrated for a crack of length \( a = 47.5 \text{ mm} \) and without applied load. At this crack length, the crack tip already has passed the transition from compressive to tensile residual stresses at \( a = 40 \text{ mm} \). For clarity only the profile of the upper crack faces is shown. For the case "RS & No Contact", the crack faces completely overlap as indicated by the negative values of \( u \). For the case "RS & Contact", a partial contact of the crack faces can be found in the area subjected to compressive residual stresses \( (u = 0 \text{ mm}) \), while a partial opening can be found for the area subjected to tensile residual stresses \( (u > 0 \text{ mm}) \).

As shown in Fig. 5, for \( a \geq 63.75 \text{ mm} \), the crack faces are completely open along the whole crack length even without an applied load. Therefore the contact definition on the crack faces does no longer influence the simulation result, and the calculated \( K_{\text{tot}}(0 \text{ kN}) \) with and without contact are identical.

### 3.4. Calculation of \( \Delta K_{\text{tot}}, R_{\text{tot}} \) and \( da/dN \)

Figure 6 shows \( \Delta K_{\text{tot}} \), \( R_{\text{tot}} \) and \( da/dN \) calculated on the basis of the stress intensity factor data given in Fig. 3, using Eq. (7), Eq. (8) and Eq. (9). The reference case without residual stresses shows the desired constant \( \Delta K_{\text{tot}} = \Delta K_{\text{appl}} = 20 \text{ MPa}\sqrt{\text{m}} \) and \( R_{\text{tot}} = R_{\text{appl}} = 0 \). Accordingly, for this case, the calculated crack growth rate using the AA2024-T351 material data taken from [13] is constant as well.

Because the negative \( K_{\text{tot}}(0 \text{ kN}) \) are set to zero during the calculation of \( \Delta K_{\text{tot}} \), as defined in Eq. (7) and Eq. (8), the calculations with and without
Figure 4: Displacement $u$ of the upper crack faces after the introduction of a crack with length $a = 47.5$ mm without applied load. The lower crack faces moved exactly symmetrically (not shown). Negative values indicate overlapping.

Figure 5: Displacement $u$ of the upper crack faces after the introduction of a crack with length $a = 63.75$ mm without applied load. The lower crack faces moved exactly symmetrically (not shown). Negative values indicate overlapping.
Figure 6: Calculated total stress intensity factor range $\Delta K_{\text{tot}}$ (top), total stress intensity factor ratio $R_{\text{tot}}$ (middle) and fatigue crack propagation rate $da/dN$ (bottom).
contact lead to the same results for \(20 \, \text{mm} < a < 40 \, \text{mm}\) and \(62.5 \, \text{mm} < a < 80 \, \text{mm}\).

However, for \(41.25 \, \text{mm} \leq a \leq 62.5 \, \text{mm}\), the predictions differ substantially. For the case ''RS & No Contact'', the calculated \(\Delta K_{\text{tot}}\), shown in Fig. 6, follow simply the modulation of \(K_{\text{tot}}(F_{\text{appl}})\) (Fig. 3). Because the profiles of the curves for \(K_{\text{tot}}(0 \, \text{kN})\) and \(K_{\text{tot}}(F_{\text{appl}})\) are identical, \(\Delta K_{\text{tot}}\) reaches a constant value of \(20 \, \text{MPa}\sqrt{\text{m}}\) as soon as \(K_{\text{tot}}(0 \, \text{kN})\) becomes positive. From this point onwards, \(R_{\text{tot}}\) becomes positive and follows the modulation of \(K_{\text{tot}}(0 \, \text{kN})\) and \(K_{\text{tot}}(F_{\text{appl}})\). Thus, until \(K_{\text{tot}}(0 \, \text{kN})\) turns positive, the crack growth is retarded in comparison to the case ''No RS''. Afterwards, the predicted crack growth rate is slightly above the reference case without residual stresses because the increase of \(R_{\text{tot}}\) leads to an acceleration of the predicted crack growth.

For the case ''RS & Contact'' the rapid increase of \(K_{\text{tot}}(0 \, \text{kN})\) to high positive values directly after the crack tip entered the area of tensile residual stresses \((a \geq 41.25 \, \text{mm})\) leads to a significant decrease of \(\Delta K_{\text{tot}}\) and an increase of \(R_{\text{tot}}\) at the same time. While a decrease of \(\Delta K_{\text{tot}}\) retards crack growth, an increase of \(R_{\text{tot}}\) accelerates it. However, for the case presented with the material constants of the aircraft aluminium alloy AA2024-T351, the calculations with a contact definition on the crack faces lead to an equal or smaller predicted crack growth rate for any crack length compared to the calculations without contact.

### 3.5. Prediction of the crack length as a function of the loading cycles \(a(N)\)

![Figure 7: Calculated crack length as a function of the load cycles \(a(N)\) based on the predicted fatigue crack growth rates calculated using the Walker Equation Eq. (9) with AA2024 material constants.](image)

\[\approx 14\%\]
Figure 7 shows the results of the numerical integration of the fatigue crack growth rates presented in Fig. 6. To reach a final crack length of \( a = 80 \text{ mm} \), the predicted number of loading cycles for the calculations with contact is approximately 14% higher than for the calculations without contact.

### 3.6. Generalisation to arbitrary materials and stress profiles

In the following, a generalisation of the observed effect, that the calculations with a contact definition on the crack faces lead to an equal or smaller predicted crack growth rate for any crack length compared to the predictions without contact, is given.

Using the definitions in Eq. (8) and Eq. (7), it is possible to replace the functional dependence of \( \frac{da}{dN} \) on \( R_{\text{tot}} \) by a functional dependence on \( K_{\text{tot}}(F_{\text{appl}}) \) in the form of Eq. (11).

\[
\frac{da}{dN} = C \left[ \Delta K_{\text{tot}} [1 - R_{\text{tot}}]^{m-1} \right]^n \\
= C \left[ K_{\text{tot}}(F_{\text{appl}}) - K_{\text{tot}}(0 \text{ kN}) \right] \left[ 1 - \frac{K_{\text{tot}}(0 \text{ kN})}{K_{\text{tot}}(F_{\text{appl}})} \right]^{m-1} \left[ K_{\text{tot}}(F_{\text{appl}}) \right]^{1-m} \\
= C \left[ \Delta K_{\text{tot}} \right]^m \left[ K_{\text{tot}}(F_{\text{appl}})^{1-m} \right]^n 
\]

As previously shown in Fig. 3, \( K_{\text{tot}}(F_{\text{appl}}) \) is not influenced by the introduction of contact as long as the crack is completely open, for any crack length under the maximum applied load \( F_{\text{appl}} \). Additionally, the exponent \( m \) in the Walker equation only varies between zero and one. Under these conditions, smaller \( \Delta K_{\text{tot}} \) always lead to smaller \( \frac{da}{dN} \) independent of \( R_{\text{tot}} \). As shown in Fig. 6, for the presented case the calculations with contact showed equal or smaller \( \Delta K_{\text{tot}} \) for any crack length compared to the calculations without contact. Thus, also the predicted \( \frac{da}{dN} \) using contact must be equal or smaller than the \( \frac{da}{dN} \) predicted without contact, independent of the material constants used in Eq. (11).

If no external load is applied and a contact condition is present, the internal energy can only be released by local opening of the crack in an area of tensile stresses. For the case where no contact is defined, the internal energy is automatically minimised by an overlapping of the crack faces in the areas of compressive residual stresses. Thus, independent of the exact shape and the amplitude of the residual stress distribution, it can be stated that when the crack tip reaches a transition from compressive to tensile residual stresses, a simulation using contact on the crack faces must show an equal or a higher internal energy compared to one without contact definition. Thus, also the driving force for energy release is in any case equal or higher for the model including contact. Since the stress intensity factor can be directly linked to the energy release rate as given in Eq. (4), this should always lead to higher \( K_{\text{tot}}(0 \text{ kN}) \). If contact is defined and the crack is completely open under the maximum applied load,
this results in smaller $\Delta K_{\text{tot}}$ and $da/dN$, independent of the exact shape of the stress profile.

Both aspects together give a clear indication that calculations using a contact definition on the crack faces always lead to equal or smaller predicted $da/dN$ compared to calculations without contact, independent from both the actual material properties used and the exact shape and amplitude of the stress profile.

4. Conclusion

As an representative example, the fatigue crack growth in an aluminium AA2024 C(T)100 specimen, containing an assumed welding like residual stress field, was predicted. Differences in the prediction results were discussed, comparing the commonly used methodology that neglects contact of the crack faces and the one using a contact definition on the crack faces.

The calculated results for $K_{\text{tot}}$ showed significant differences for the simulations with and without contact, especially when the crack tip moved through the transition region from compressive to tensile residual stresses. These differences could be explained by the effect of the contact condition on the local opening behaviour of the crack faces near the crack tip.

For the discussed representative example, the predicted number of load cycles to reach a final crack length of 80 mm was approximately 14% higher for the calculations with contact than for the calculations without contact.

There is strong indication that calculations not including contact always lead to the same or shorter predicted total lifetimes compared to ones using contact. However, the significance of the effect strongly depends on the actual material properties, the exact shape of the residual stress profile and the position of the stress profile relative to the crack.

Compared to the commonly used methodology that neglects contact, the use of a contact definition on the crack faces for the predictions can be seen as an extension, that helps to describes the real experimental conditions physically sound for specific cases. Hence, accounting for contact in the predictions can help to improve the prediction quality.

These findings motivated to employ the presented modelling approach with a hard contact definition on the crack faces as part of a quantitative prediction methodology for the fatigue crack growth in C(T)100 specimens containing laser heating induced residual stresses. The development of the prediction methodology also including process simulation and a stepwise validation of the predictions on basis of experimental results is reported in [23, 24].
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